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Abstract 

A smart grid is a modernized electrical grid that uses advanced 

technology to monitor, control and manage the flow of electricity 

from all generation sources to meet the changing demand of 

customers. It uses digital technology to enhance reliability and 

security and to ensure reliable, and sustainable delivery of 

electricity. Moreover, it uses sensors, controls, and automation to 

gather and analyze data on electricity production, distribution, and 

consumption in real-time, and enables a two-way flow of energy and 

information between utilities and consumers. In addition, it provides 

real-time information to consumers, allowing them to make 

informed decisions about energy use, and improves the overall 

security and resilience of the grid against cyber and physical attacks. 

Hence, communication infrastructure is critical to the effective 

functioning of the expanding smart grid. A robust and pervasive 

communication infrastructure is critical for both smart grid creation 

and operation. 

In this presentation, the communication technologies used for smart 

grid data transmission are described and summarized. The three 

technologies (wireless, Ethernet, and PLC) are compared in terms 

of speed, stability, ease of connection, and cost …  

This presentation focuses on the use of PLC (Power Line 

Communication) technology which presents an effective means of 

communication in areas not served by wireless technology. PLC 

eliminates the need to install new dedicated lines and 

communication data can be propagated through AC or DC power 

lines. 
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Abstract—In our new article we studied a frequency 
selective surface (FSS), this structure presents as a metal ring 
with two notches by the method which is called Wave Concept 
Iterative Procedure (WCIP). This method is based on the fast 
modal transformation (FMT), two switches of MEMS 
(microelectromechanical systems) are used to change existing 
frequencies or create new frequencies. This structure generates 
frequencies in the X and Y polarization, when the structure is 
excited along the X direction there are two resonances 7.24 
GHz, 12.28 GHz with their bandwidths 2.21 GHz, 0.68 GHz 
successively, along Y there is a single resonance frequency at 
7.6 GHz with a 2.72 GHz bandwidths. The simulation results 
obtained by the WCIP method and a good agreement should 
be noted after the comparison with the HFSS results. 

Keywords— MEMS, FSS, WCIP method, FMT, software 
HFSS. 

I. INTRODUCTION 

In recent years, the development of space 
telecommunications has required the construction of 
increasingly efficient and compact equipment. evolution 
appears in communication systems. It is accompanied by the 
design of high frequency circuits with manufacturing 
precision. The study of these circuits has been the subject of 
many works in recent years, in particular to reduce the 
computation time of electromagnetic simulations. 
Researchers have developed numerical methods to solve 
complex problems. The use of the wave frequency band in 
communication systems has stimulated research in the 
microwave field [1]. wireless communication systems have 
experienced a remarkable growth in the number of users and 
the diversity of the means of communication (Antenna, Wi-
Fi, radar, tablets, etc.) have begun to integrate wireless 
communication systems, these means use different 
communication standards popularized by their commercial 
designations (bluetooth, WiFi, etc.). [2] Electronically 
controlled FSS structures are so important for adapting the 
antenna and compensating manufacturing errors for 
variations in the operating frequency of wireless 
communication systems [3]. the iterative procedure WCIP of 
the concept Wave is able to analyze FSS of rigorously 
arbitrary form [4], the structure which is proposed to us 
having two frequencies of resonance, a frequency when the 
structure is polarized in x and another one when the 
following polarization there. In order to validate the results 
of the WCIP method, the HFSS commercial software is used 
[5]. The use of frequency selective surface antennas, SFS, 
has attracted the attention of many research groups to 
minimize unwanted signals, to use the same antenna in at 
least two configurations, or to improve the performance of 
the antenna. antenna [6-7], all these results obtained with the 
WCIP method and are validated by comparison with the 

software simulation (HFSS). 

II. FORMULATION OF WCIP 

WCIP is the method introduced by Professor Henri 
Baudrand in 1995, it is a method of type method of moments 
adapted to the study of microwave circuits, Studies were 
therefore conducted on antennas coupled or mounted on 
ground planes, on coplanar guides and multilayer circuits, 
frequency selective surfaces SFS [8-9], periodic structures. 
In order to improve the method, different techniques have 
been envisaged: a spectral connection technique, a study of 
the reference impedance and the taking into account of the 
metallic state, By analogy between the electromagnetic 
quantities and the circuit-type variables (Equivalent 
diagrams), the incident “A” and diffracted waves “B” are 
defined on one (or more) interface (s) of the circuit. In the 
case where we return to a surface called "Ω" [10], the latter is 
the interface between two domains “Ω1” and “Ω2”.  The 
configuration is illustrated in Fig.1. where we show only two 
domains for the sake of simplicity [11-12]. 

The figure below represents a plane Ω on a periodic 
structure and this plane separates the two media (Medium 1, 
Medium 2), for each one of these media is characterized by 
the electric permittivity and its magnetic permeability, this 

is excited by a incident source plane waves 0A


, at the 

interface Ω we find two types of waves generated: the 

incident waves iA


 and the reflected waves iB


. 

These last waves will be reflected by the upper and lower 
closures of the case to give a new wave that will constitute 
the incident waves of the next iteration [13]. 

Incident and reflected waves are defined as follows: 
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I. GEOMETRY OF THE FSS 

For After the determination of the numerical 
characterizations of the geometry of the FSS. The lengths 
lg1, lg2, d1 and d2 are increased and decreased, the lengths 
lg1, lg2 being openings in the metal part with a notch in the 
structure. 

The width of the ribbons is W, as shown in the figure 
below, the numerical characteristics is considered as a 
substrate of electrical permittivity 4.4εr  , the thickness   

h= 1 mm, the unit cell is defined by the dimensions: a = b = 
20 mm,  dx = 5 mm, dy = 5 mm, W = 2 mm, L1 = 10 mm. 

Fig. 1. The section of the structure FSS. 

II. RESULTS OF THE FSS 

The results that we obtained by the WCIP method and 
after the simulation by the HFSS when the incident plane 
wave whose electric field is polarized in X and Y. 

A. Results of the simulations 

Fig. 2 represents the transmission coefficient as a 
function of the operating frequency following the X 
polarization, there are two resonance frequencies observed 
at 7.24 GHz, 12.28 GHz in our results. the bandwidths in 
this simulation is 2.21 GHz, 0.68 GHz at -3 dB, Fig. 3 
represents the Y polarization, the resonance frequency is 
observed at 7.6 GHz, the bandwidth is 2.72 GHz at -3 dB. 

A good agreement is found in the results of the WCIP 
and the HFSS.  

Fig. 2. The variation of the transmission coefficient as a function of the 
operating frequency, HFSS . 

Pol X :  The X polarization 

Pol Y :  The Y polarization 

Fig. 3. The variation of the transmission coefficient as a function of the 
operating frequency, WCIP. 

B. The parametric study of the 

We make a parametric study of the lengths, the notch 
and the spaces for the determination of the dimensions of 
the structure, the variation of the space lg1 and lg2 in Fig.4 
and Fig.5 we notice that the transmission coefficient of the 
FSS as a function of the frequency, when the length lg1 
varies from 1 mm to 6 mm the resonance increases but in 
the length lg2 when increases from 0.2 mm to 1.6 mm, the 
resonance remains almost stable at 7.24 GHz and the 
transmission coefficient decreases by -32.79 GHz to 23.15 
GHz. 

Fig. 4. The transmission coefficient as a function of the operating 
frequency for different lengths lg1 . 

Fig. 5. The transmission coefficient as a function of the operating 
frequency for different lengths lg2 . 
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When the length of lg1 and lg2 has been increased at the 
same time from 0.4 mm to 1.6 mm, the resonance increases. 

Fig. 6. The transmission coefficient as a function of the operating 
frequency for different lengths lg1 and lg2 . 

After we place MEMS 1 in our structure, we study the 
length d1 from 0 mm to 2 mm, when we have increased the 
length of d1 by a step of 0.1 mm, the first resonance changes 
its value from 5.26 GHz to 9.94 GHz but the others are 
almost stable and we can eliminate some resonances as 
shown Fig.7. 

Fig. 7. The transmission coefficient as a function of the operating 
frequency for different lengths d1. 

In Fig.8 we studied the length d2 from 0 mm to 2 mm with 
a step of 0.2 mm after placing the MEMS 2, when we 
increased the length of d2, the resonances are almost stable 
and we can eliminate some resonances every time. 

Fig. 8. The transmission coefficient as a function of the operating 
frequency for different lengths d2. 

 In the following curves we studied the closing and the 
opening of the two MEMS, when we close MEMS 1 we 
find three frequencies in the X polarization ( 10.12 GHz, 
11.38 GHz and 11.92 GHz ). And two frequencies in Y ( 9.4 
GHz and 11.38 GHz ). 

Fig. 9. The transmission coefficient as a function of the operating 
frequency for the MEMS 1 ON. 

We notice in this following curve when we close MEMS 
2 we have eliminated a frequency along X so we find two 
frequencies in the X polarization ( 9.94 GHz and 11.74 GHz 
). And two frequencies in Y ( 9.04 GHz and 12.1 GHz ). 

Fig. 10. The transmission coefficient as a function of the operating 
frequency for the MEMS 2 ON. 

This time in the following Fig.11 we open the two 
MEMS 1 and 2, we found two frequencies in the X 
polarization ( 5.44 GHz, 11.56 GHz ). And two frequencies 
in Y ( 11.2 GHz and 12.1 GHz ), but we note that the two 
frequencies along X are distant and that the others are close. 
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Fig. 11. The transmission coefficient as a function of the operating 
frequency for the MEMS 1 and 2 OFF. 

The following Fig.12 we will close the two MEMS 1 
and 2, so we have two frequencies in the X polarization        
( 10.66 GHz, 11.92 GHz ) and a frequency in Y ( 7.78 
GHz), in this polarization we eliminate a frequency. 

Fig. 12. The transmission coefficient as a function of the operating 
frequency for the MEMS 1 and 2 ON. 

In the following curve we will open MEMS 1 and closed 
MEMS 2, so we have two frequencies in the X polarization  
( 9.94 GHz, 11.56 GHz ) and two frequencies in Y ( 9.04 
GHz and 12.28 GHz ), all the frequencies are close each 
other. 

Fig. 13. The transmission coefficient as a function of the operating 
frequency for the MEMS 1 OFF and MEMS 2 ON. 

The following Fig.14 we will closed MEMS 1 and open 
MEMS 2, we notice that there are two frequencies in the X 
polarization ( 10.12 GHz, 11.92 GHz ) and a frequency in Y 
( 9.22 GHz ). 

 

Fig. 14. The transmission coefficient as a function of the operating 
frequency for the MEMS 1 ON and MEMS 2 OFF. 

C. The HFSS model of the FSS geometry 

We have presented here the model of the structure in the 
HFSS software 

Fig. 15. The section of the structure FSS. 

 

D. Conclusion 

We presented in this new article a parametric study of 
the structure of the FSS, it is shown in this study that there 
are two resonances 7.24 GHz, 12.28 GHz for the X 
polarization by a plane wave and 7.6 GHz for the Y 
polarization, the structure of the FSS is presented for 
multiband applications, the results of this structure were 
performed by the WCIP method and validated by the 
simulation of the HFSS, we found that there is a very good 
agreement between the results of the method and the 
simulator. 
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Abstract— Power allocation is an important technique for non 

orthogonal multiple access (NOMA) system. Power domain (PD) 

NOMA has attracted great attention of searchers, academic and 

industrial interest of Mobile communications systems for the reason 

that it’s potential of providing high spectral efficiency and massive 

connectivity.  PD-NOMA is capable to increase the number of users 

compared to the orthogonal multiple access (OMA). The NOMA 

technique employs principally two steps which are superimposing 

coded and successive interference cancelation (SIC).  The signal of 

multiple of users at the transmitter use the superimpose coding 

simultaneously over the same radio frequency resources and at the 

receiver the SIC is achieved to minimize the inter-user interference.  

      In this paper, we compare the results obtained by three methods 

of power allocation NOMA technique which are fixed, fairness and 

improved fairness power allocation. Preliminary simulation results 

have been achieved to confirm that NOMA used the improved 

methods  to obtain the best result of the outage probability compared 

to classical methods.   

Keywords-  Non-orthogonal multiple access; Orthogonal multiple 

access; fairness power allocation, fixed power allocation, outage 

probability. 

1. INTRODUCTION 

      With the spread of the Covid 19 in the last years, the demands to 

support wireless connected devices and different advanced 

applications have increased day by day. For this reason, the searchers 

have developed a new generation of mobile cellular communications 

systems, which have come with new standards, the use of advanced 

multiple access techniques, the change of modulation schemes and 

features, differentiating it from the previous one.  In line with that, 

the 5G mobile communication systems are supported various 

advanced services including multimedia applications, Internet-of-

Things (IoT)-based applications, and vehicle-to-everything (V2X).  

       Orthogonal multiple access (OMA) techniques are one of the 

important modifications to improve the quality of service of wireless 

communication systems more to more. These techniques have a 

significant impact on the utilization of the available spectrum, system 

throughput and latency. Some of orthogonal multiple access 

techniques which are widely used in the past generations of wireless 

networks such as:  time division multiple access (TDMA), frequency 

division multiple access (FDMA) and code division multiple access 

(CDMA). These multiple access techniques characterize by different 

advantage but it present many disadvantages [1]-[5]. 

     To evade the last problems, the scientific community is more and 

more oriented to develop a new multiple access technique named Non 

orthogonal multiple access technique ((NOMA). Therefore, NOMA is 

an efficient radio access technique, which is a candidate multiple 

access technique for LTE, 5G for mobile communication system and 

beyond 5G systems. It is fundamentally different than the classical 

multiple access techniques because the OMA is provided orthogonal 

access to the users either in time, frequency, code. In NOMA, each 

user operates in the same band and at the same time where the signals 

of the different users are separated by their power levels. NOMA uses 

superposition coding in the transmitter such that the successive 

interference cancellation (SIC) in the receiver [3]-[10]. NOMA 

technique is divided into two types, namely, power-domain and code-

domain NOMA [3]-[12]. The users in the NOMA systems which use 

the code domain multiplexing are separated at the receiver by using 

redundancy via coding, but in the case of power domain multiplexing 

is able to perform successive interference cancellation (SIC) for the 

users with better channel conditions. 

       This paper is organized as follows:  in section 2, we will explain 

the different steps of the NOMA technique.  Section 3 describes the 

derivation of power allocation coefficients. Then, we explain the 

different Power allocation methods in section 4. In section 5, we 

present the simulation comparative results of three methods of the 

power allocation NOMA system. Finally, a conclusion is given. 

2. The different steps of the NOMA technique: 

      In this part, we interest to study the downlink NOMA phase. 

Consequently, we consider that xf and xn are the signals transmitted 

from the BS to far and near users (ith users (UESi)).  So, the NOMA 

system characterize by a high superiority compared to the OMA 

system because it is based on two mainly steps such as: the 

superposition coding and Successive Interference Cancellation:   

 Superposition coding: 

      The general cases of superposition coded signals transmitted by 

the BS to the UESi are given by [3], [5]-[8]: 
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𝑥 =  𝑥𝑖 𝑃𝑖                                               (1)

𝑁

𝑖=1

 

     Where Pi , i=1,2, is the transmit power for user i and the message 

signal xi. The total transmit power of far and near user can then be 

written as PBS=P1+P2…+Pi. 

 

     The simplification of above expression can be given by:   

 

𝑥 =  𝑃  𝛼𝑓 . 𝑥𝑓 +  𝛼𝑛 . 𝑥𝑛    2  

 

      In which, the Users are classified based on their distance from 

BS.  

      The transmitted signal when it passes through the channel is 

affected by the noise which is named the additive White Gaussian 

Noise (AWGN). This noise is not associated with either fading or any 

other system parameters. It is just the noise that is added to the signal 

when it is traveling through the channel. So, high data rate 

communication over additive white Gaussian noise channel (AWGN) 

is limited by noise. The mathematical expression in received signal yi, 

for the UEi is represented by following equation [3], [6]-[8], [13]-

[16]:  

𝑦𝑖=ℎ𝑖 . 𝑥 + 𝑛𝑖                                                                       3  

      Where,  hi is the Rayleigh fading coefficients of UEi and the base 

station, ηi is the additive White Gaussian Noise at the receiver of UEi.  

 The Successive Interference Cancellation: 

The second step of NOMA systems is the Successive Interference 

Cancellation (SIC). This stage is used to separate between the 

different signals of users at the receiver side. Furthermore, we 

confirm that the use of this technique in the wireless 

communication system is very important to improve the 

performance of the receiver. Consequently, the idea of SIC 

technology is based to eliminate the folding signals by the 

problem of the interference of the signals which is cause by the 

multiple of users ( as show in fig.2). First, the signals will be 

sequenced according to the high level of the SNR, then, the signal 

of the user who had the biggest SNR must be reflected, and 

eliminate the signal as a disturbance from the receiving signals. 

Next, it is necessary to reflect the signal of the user which had the 

second largest SNR [3], [10], [14].  

 

Fig.1. The Successive Interference Cancellation technique. 

 Capacity of the far user: 

        The far user is assigned the highest power; it will perform direct 

decoding from yf, treating the signals of near user as interference. 

Thus, the achievable capacity of the far user is [6-7], [10], [12-13], 

[16]:  

 

𝐶𝑓 = log2  1 +
αf P hf 

2

αn𝑃 ℎ𝑓  
2

+ 𝜎2
             (4) 

 

From the above equation, we can see an important observation which 

is the power allocation coefficient αnis present at the denominator, 

and it is satisfy the following condition αf>αn. Only then, power of 

the far user will dominate in the transmit signal, x and in the received 

signal, yf. 

 Capacity of the near user: 

       Next we will present the formula of the capacity of near user Cnn  

by the equation below. While αn<αf, the near user must perform 

successive interference cancellation to remove the data of far user. 

After removing data of far user by SIC the achievable rate of the near 

user is given by [6]-[7] [12]-[13]:  

 

𝐶𝑛 = log2  1 +
αnP hn 

2

𝜎2                      (5) 

3. Derivation of power allocation coefficients αnand αf 

        To obtain the equations of  power allocation coefficients of near 

user αn and far user αf , we considers the capacity of the far user Cf 
equal to C. so, the equation (5) become:  

 

𝐶𝑓 = log2  1 +
αf P hf 

2

αn𝑃 ℎ𝑓  
2

+ 𝜎2
   = 𝐶         (6) 

To simplified the equation (6), we remove the log2 by taking 2
x on 

both sides,  

1 +
αf P hf 

2

αn𝑃 ℎ𝑓  
2

+ 𝜎2
 = 2𝐶         (7) 

αf P hf 
2

αn𝑃 ℎ𝑓  
2

+ 𝜎2
 = 2𝐶  − 1      (8) 

After that, we use the change of variable of equation (8) by   ℇ=2C−1, 

while we use the condition of power allocation coefficients which are 

given by  αn+αf=1, αn=1−αf 

Where ℇ is the target of the signal-to-interference-plus-noise 

ratio (SINR)  for the far user who has target rate C. 

Finaly, we can be given  αn and  αf   by:  
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αf =
ℇ P h f  

2+σ2 

𝑃 ℎ𝑓  
2
 1+ℇ 

      (9) 

αn = 1 − 𝛼𝑓     (10) 

 

4. NOMA technique with different Power allocation 

methods 

        In the last generation of Mobile communication systems, 

NOMA technique which use the power allocation methods become 

an efficient procedure to improve the result of achievable rate  more 

to more and decreause the outage propabilty of the signal of each 

user.So, in this study,  we explain three methods of power allocation 

such as: fixed, fairness and improved fairness power allocation [17]-

[19]. 

 Fixed power allocation method: in this case, the power 

allocation coefficient are fixed wherever the channel condition 

for the near and the far user  are fixed and equal to αn = 0.25, 

 αf=0.75 in the first case (in the second case αn = 0.9,  αf=0.1). 

 Fairness power allocation method:  the principal point of this 

step is the use of the fairness power allocation algorithm which  

is considered as a dynamic scheme. Wherever, the channel of  

NOMA system changes the values  of the power allocation 

coefficients (αn and αf ) . Furthermore, the distribution of  these 

values are updated between two successive calls.  

 Improwed fairness power allocation method: To  maximize 

the sum rate and energy efficiency more to more, we study 

another method which is the improved fairness power allocation 

algorithm. Wherever, the power allocation coefficient of the far 

user target rate is selected in the first case. After that, all the 

remaining available power is allocated to the near user. 

5.  DISCUSSION 

        To examine the performance of  power domain NOMA system, 

we compare the sum rate and the outage propability  of NOMA 

system by using three methods such as fixed, Fairness and improved 

fairness power allocation. 

         From the Fig. 2., we can show that the outage propabilty result 

is improved with the varaition of the power allocation methods. So, it 

can see that a best result is obtained by using fairness power 

allocation especially improved Fairness method compared to the 

fixed power allocation. Furthermore, the power allocation 

coefficients should be selected carefully to reduce outage probability 

in the fixed power allocation method as shown in the fig.2 (a) and 

(b).       

         From the Fig. 2. (a) and (b), we can show that the NOMA 

system based on fixed power allocation (fixed PA) can be achieve a 

very poorly resultat wherever its outage probability increase and 

saturates to 1 when the target rate of the far user R>1.5 bps/Hz 

because, this method is not used the instantaneous channel state 

information and it not takes the target rate requirements into account. 

The fairness power allocation method has lower outage probability 

because the choose of αn and 𝜶𝒇 are dynamically adjusted based on 

target rate requirement and the instantaneous channel conditions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

          

 

 

 

 

 

 

 

 

 

  Fig.2. Simulation results of NOMA outage probability using fixed, 

fairness, improved fairness power allocation methods. 
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    Fig.3. Simulation results of sum rate of NOMA system using fixed, 

fairness, improved fairness power allocation methods. 

 

Furthermore, the outage probabilty of the far user is increase 

progressively with the increase of the target rate whether in the 

fairness and improved fairness power allocation methods. However, 

the outage of near user shows a sharp transition around 6.5 bps/Hz. 

       From the Fig.3. (a) and  (b), we can find that, the sum rate 

obtained by using NOMA based on the improved fairness power 

allocation method is high than the results obtained by NOMA 

technique used fixed and fairness power allocation methods.  

       From the Fig.4. (a) and  (b), we can see that, the outage 

propabilty of improved fairness power allocation NOMA system is 

lower than the results obtained by NOMA technique used fixed and 

fairness power allocation methods of the near user for the power level  

inferior to 20 dBm but after that the ouatge probability saturate at the 

same value.  

      As a results, we can conclude that the best solution to improve the 

the sum rate and minimize the outage propabability is the improved 

fairness power allocation method.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.4. the variation of outage probability of NOMA system with the 

change of the transmit power 

 using fixed, fairness, improved fairness power allocation methods. 

      Furthermore, the outage probability of NOMA system has a 

strong relationship with the power allocation coefficients and power 

level of the transmiter.  

 

(a):  For α f=0.9, α n=0.1 (b): For α f=0.75, α n=0.25. 
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Conclusion 

        In this paper, the change of power allocation method consider as 

a very important idea to improve the efficient of Non-Orthogonal 

Multiple Access (NOMA) system. Therefore, we show that the 

outage probability of NOMA has a strong relationship with the values 

of power allocation coefficients and the power level. The 

conventional method is the Fixed Power Allocation where the power 

allocation coefficients are fixed and   these coefficients have not 

related with the instantaneous channel conditions of users. But in the 

case of the Fairness power allocation the distribution of the power 

allocation coefficients are dynamically and these coefficients are 

updated with the change of channel conditions. 

       As a result, we have shown that the fairness power allocation 

methods presents many advantages compared to the fixed method, 

especially the improvement of fairness power allocation method. 

From the simulation results, we have shown that the improved 

method provides a minimun of the outage probability compared to the 

conventional method. 

       So, we can conclude that the improved fairness power allocation 

algorithm is able to achieve high sum rate and lower outage 

probabilty than the fairness and fixed power allocation methods. 
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 

Abstract— Fuzzy C-means clustering is a distinctive 

classification technique. To improve this FCM approach in terms 

of precision, a new Improved Spatial Fuzzy C-Means Algorithm 

ISFCM is developed by integrating local spatial information. This 

new technique aims to give good results compared to the other 

methods discussed by modifying and minimizing the used 

objective function. In order to obtain clustering results more 

accurately, a better objective function is required. This developed 

function is based on adding a new spatial data term with respect 

to each cluster by introducing a conditional variable based on the 

modified Nagao filter regions. The cluster count problem and 

cluster center initialization are well demonstrated to speed up the 

convergence rate and reduce memory consumption and the 

number of iterations during the execution processing of the 

ISFCM algorithm. 

 
Index Terms— Cluster Analysis, Digital Image Segmentation, 

Fuzzy C-means, Spatial Informations, Objective Function, 

Euclidean Distance Function. 

 

I. INTRODUCTION 

The traditional Fuzzy C-Means (FCM) approach is one of the 

most common and widely used methods for unsupervised 

image segmentation. The FCM technique does not fully utilize 

spatial information to solve the problem of noise sensitivity 

and intensity inhomogeneity which significantly affect the 

performance of medical image segmentation [1]. Based on the 

various challenges encountered, the current research aims at 

the comparative study of new image segmentation methods 

namely SFCM, CsFCM, CsKFCM, GKFCM, RSCFCM, 

KGFCM, and GKWFLICM [10].  

The basic concepts of the fuzzy C-Mean clustering method for 

medical diagnosis and the relevance of fuzzy theory are also 

discussed and used to solve the problem of noise sensitivity 

and intensity inhomogeneity which greatly affect the 

performance of medical image segmentation. Figure 1 show 

the flowchart of MRI image segmentation [3]. This paper is 

structured with literature review in second section, third & four 

sections for proposed method & result, finally a conclusion.   

 
 

 

 

 
Fig. 1.  Brain MRI image segmentation flowchart 

  

II. LITERATURE REVIEW 

In this phase, we present a study of new methods of brain 

MRI segmentation based on the spatial fuzzy c-means 

algorithm and in the presence of intensity inhomogeneity, 

significant noise and outliers. The researchers modified and 

improved the standard FCM method by using the concept of 

bias field estimation, spatial information, new neighborhood 

term and additional terms to deal with medical imaging 

artifacts [2]. Among the new methods presented in the 

literature, the following algorithms have been studied and 

discussed: B. Gharnali and S. Alipour [5] presented a new 

MRI image segmentation approach to solve the problems of 

the standard FCM algorithm. K.Rehna et al. [6] have created a 

new method of medical image segmentation where the 

developed system presents a variant of the c-fuzzy means type 

algorithm which provides image clustering. Adhikari et al. [4] 

have developed a conditional and spatial fuzzy C-means 

clustering algorithm. F. Zhao et al. [7] proposed a new 

modified version of the fuzzy C-means (FCM) clustering 

algorithm, the KGFCM approach uses a mean-filtered image 

and a median-filtered image to define the spatial constraint 

term. Z.Ji et al. [9] used the negative log posterior as the 

dissimilarity function, so they introduced a new factor to 

integrate the bias field estimation model into the fuzzy FCM 

objective function. K.H. Memon and D. Lee. [8] developed a 

new variant of FCM clustering that embeds neighborhood 

information among M-dimensional data, which alleviates the 
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drawbacks of the standard FCM clustering algorithm (sensitive 

to noise and outliers, poor performance for different size 

classes and different densities) and significantly improves 

clustering performance. 

III. PROPOSED METHOD 

We propose in this paper, a new spatial and robust FCM 

framework that incorporates local spatial information and gray 

level information to segment brain MRI images. The proposed 

method integrates the average extra filtered image and the 

median filtered image according to conditions and which can 

be calculated to replace the neighborhood term by using a 

mask (5×5) which has a set of 9 sub-windows contained in a 

neighborhood of (3x3) at each pixel. Figure 2 shows the nine 

regions of the Nagao filter used in this research. 

 

 
 

Fig. 2.  Representation of the 9 regions of Nagao filter 

 

The main objective is to optimize the segmentation by 

classification consider the spatial context by minimizing the 

objective function and integrating its two control parameters 

and . The objective function of the ISFCM algorithm 

using local spatial information and Euclidean distance can be 

summarized and formulated as follows in eq (1): 

 

 

ISFCM Algorithm 

Input: the number of clusters C, the image to be segmented 

converted to gray level, degree of blur m = 2 and the 

convergent error ε. 

 

1. Read input image and set parameters 

2. Choose similarity measure as Euclidean spatial 

distance 

3. Determine the new parameters et  

4. Calculate the filtered images mean  and median 

 

5. Initialize cluster centers  

6. j = 1 

7. Repeat 

a. j = j + 1 

b. Calculate the membership degree matrix  through the 

cluster centers   

c. Assign each pixel to a specific cluster for which 

membership is maximal  

f. Update the centers  

8. Until <ε 

Sortie: Image segmentée à l'aide d’ISFCM  

 

IV. RESULTS AND DISCUSSION 

We propose in this paper, a new spatial and robust FCM 

framework that incorporates local spatial information and gray 

level information to segment brain MRI images. The proposed 

method integrates the average extra filtered image and the 

median filtered image according to conditions and which can 

be calculated to replace the neighborhood. 

 
TABLE I 

SEGMENTATION ACCURACY RESULTS SA(%) 

T1 5% NOISE & 20% INH 

 

N° Methods 
T1 5% Noise & 20% INH 

MB MG LCR 

1 FCM 

MB 86.16 13.85 00.00 

MG 22.31 77.61 00.09 

LCR 02.07 42.93 55.05 

2 GFCM 

MB 96.94 03.05 00.00 

MG 09.11 90.68 00.22 

LCR 01.58 28.15 70.29 

3 GKFCM 

MB 97.39 02.61 00.00 

MG 10.36 89.53 00.12 

LCR 01.96 25.46 72.59 

4 KGFCM 

MB 97.82 02.28 00.00 

MG 09.98 89.96 00.08 

LCR 01.85 25.13 73.02 

5 CsKFCM 

MB 98.49 01.53 00.00 

MG 07.88 91.94 00.21 

LCR 00.00 10.47 89.54 

6 ISFCM 

MB 98.83 01.18 00.00 

MG 06.31 93.59 00.13 

LCR 00.00 07.29 92.73 

 

TABLE I I 

SEGMENTATION ACCURACY RESULTS SA(%) 

T1 7% NOISE & 40% INH 

 

N° METHODS 
T1 7% NOISE & 40% INH 

MB MG LCR 

1 FCM 

MB 84.65 15.37 00.00 

MG 23.54 76.27 00.21 

LCR 04.61 42.44 52.96 

2 GFCM 

MB 94.59 05.40 00.00 

MG 13.73 86.08 00.19 

LCR 03.31 30.44 66.28 

3 GKFCM 

MB 97.41 03.69 00.00 

MG 11.63 88.24 00.14 

LCR 03.01 27.49 69.53 

The 1st National Workshop on Wireless Network, Cloud Computing and Cryptography (WWN3C’2023) _Boumerdes, April 26, 2023

12



4 KGFCM 

MB 96.62 03.39 00.00 

MG 12.44 87.45 00.13 

LCR 2.89 28.38 68.74 

5 CSKFCM 

MB 96.87 03.14 00.00 

MG 10.08 89.70 00.25 

LCR 00.00 12.22 87.81 

6 ISFCM 

MB 97.71 02.31 00.00 

MG 08.42 91.47 00.16 

LCR 00.00 09.43 90.59 

 

TABLE I I I 

SEGMENTATION ACCURACY RESULTS SA(%) 

T1 9% NOISE & 60% INH 

 

N° Methods 
T1 9% Noise & 60% INH 

MB MG LCR 

1 FCM 

MB 78.76 21.25 00.00 

MG 29.15 70.36 00.51 

LCR 04.35 49.86 45.80 

2 GFCM 

MB 91.51 08.51 00.00 

MG 14.73 84.77 00.53 

LCR 04.56 29.77 65.68 

3 GKFCM 

MB 91.25 08.75 00.00 

MG 15.55 84.29 00.15 

LCR 04.66 26.58 68.77 

4 KGFCM 

MB 90.83 09.19 00.00 

MG 16.02 83.87 00.12 

LCR 4.31 27.36 68.35 

5 CsKFCM 

MB 93.29 06.73 00.00 

MG 14.35 85.01 00.65 

LCR 00.00 16.19 83.85 

6 ISFCM 

MB 93.97 06.04 00.00 

MG 10.72 88.80 00.51 

LCR 00.00 13.84 86.17 

 

 

 
Fig. 3.  Comparison of segmentation results on real MRI 

images: (a) original MRI image, (b) skinning skull, (c) non-

brain part, (d) FCM, (e) GFCM, (f) KGFCM, (g) GKFCM (h) 

CsKFCM, (i) ISFCM 

 

From the comparison of the results obtained in figure 3 and 

from a clearer point of view, it should be noted that the method 

developed ISFCM, although still based on an enriched and 

improved spatial model, nevertheless makes it possible to lead 

to results which present structural qualities very largely 

superior to those of the results obtained by the other methods 

proposed in this thesis, this being explained by the fact that the 

latter is not based on any preliminary information in particular 

with regard to the respect for the anatomical properties of the 

tissues. In the following, we present the results of the SA% 

segmentation rates by the different algorithms implemented. 

Some performance metrics like SA are calculated and 

illustrated in figure 4. 

 
TABLE IV 

SEGMENTATION ACCURACY RESULTS SA(%) 

 

  

 

N° 

 

Brain 

Tissue 

# Segmentation Methods 

FCM GFCM GKFCM KGFCM CsKFCM ISFCM 

1 MB 85.13 93.17 92.11 94.06 94.30 94.73 

2 MG 84.26 86.30 87.14 84.89 90.97 91.19 

3 LCR 83.04 85.35 86.48 86.22 89.51 89.74 

4 Mean 84.14 88.27 88.57 88.39 91.59 91.87 

 

 

 
 

Fig. 4.  Graphic representation of Segmentation Accuracy 

 

V. CONCLUSION 

The contribution of this research is to provide an improved 

image segmentation algorithm using the principle of improved 

fuzzy C-means approach to advance performance with 

application to medical data analysis. To achieve this objective, 

an exhaustive study was carried out to analyze the various 

existing segmentation techniques. The comparative analysis of 

Enhanced Fuzzy C-Means algorithm with spatial constraints is 

applied on several medical datasets in terms of optimization. 

Through a qualitative and quantitative analysis step, the 

experimental results show that the proposed ISFCM method 

gives better desired segmentation results, and it is more robust 

on all medical images tested. 
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Abstract—The amount of data traffic has increased 
dramatically in recent years. This development is inversely-
impacts the capacity of traditional Internet Service Providers' 
(ISPs') networks; leading to their exhaustion and, as a result, a 
worsening in the Quality of Experience (QoE) observed by 
consumers. 

This paper attempts to address this issue in the context of 
video streaming. To accomplish this, the Software-Defined 
Networking (SDN) controller's high visibility is explored to 
create a telemetry service that collects network condition 
information and sends it to the video streaming application, 
which allows it to adjust its dispersion parameters 
proportionally. The test results demonstrate the effectiveness of 
our solution and its impact on the user’s QoE. 

Keywords— SDN, QoS, QoE, Telemetry, Streaming. 

I. INTRODUCTION  

Traditional Internet Protocol (IP) based networks are 
essentially founded on the best-effort approach for 
transmitting packets to their final destination, with no 
guarantee of end-to-end quality of service (QoS). This 
architecture is appropriate for delivering simple data where 
reliability is the primary need. In multimedia transmission, 
however, rapid delivery is preferred over reliability. 
Streaming media applications may have time constraints that 
cannot be ensured [1]. As a result, it is preferable that the 
network architecture supports specific methods for providing 
QoS for multimedia traffic. The Internet Engineering Task 
Force (IETF) investigated many QoS architectures, including 
IntServ and Diffserv [2], [3], to this goal. The disadvantage of 
its solutions is that they are designed on a fully dispersed 
architecture with little visibility into total network resources. 
It is harder to manage or integrate new services and 
technologies in such a distributed, multi-vendor, multi-
protocol, non-programmable, human-dependent environment.  

The Software Defined Network (SDN) has introduced a 
paradigm change in network architecture in response to the 
architectural rigidity of traditional networks [4], [5]. Instead 
of a distributed control architecture [6], SDN consolidates all 
control into a single logical entity known as a 'controller,' 
which serves as the network's brain. Furthermore, the 
controller has a worldwide perspective of the network, 
allowing it to collect data on available resources and 
equipment performance. The considerable visibility and 
control that SDN provides at the network level can enable new 
techniques to ensure that applications have the QoS required 
to give a positive user experience [7], [8]. Hence, it was thus 

intriguing to study how applications and the network may 
interact to improve service quality. In other words, using the 
information offered to the applications, the latter could modify 
their decisions according to the actual network conditions. 

Therefore, a new QoS strategy based on the SDN idea is 
implemented in this work; where, the right delivery of 
multimedia streams while protecting them from packet losses 
is assured. Moreover, our primary concern is boosting their 
Quality of Experience (QoE). 

In order to validate our technique, the example of a video 
streaming application is tested, which, with greater knowledge 
of the network's characteristics, it tries to improve its decisions 
by adjusting its parameters (Bit Rate, Frame per Second 
(FPS), etc.); then, judge the QoS for the user. 

II. CONTROLLER OVERVIEW 

A. SDN and OpenFlow 

SDN is a comparatively recent network programmable 
paradigm supported by the ONF (Open Networking 
Foundation) [9]–[11]. This novel paradigm alters network 
design and management by introducing an interface that 
separates the control plane from the data plane [9]. Where, a 
monitoring program, named a controller, with a global 
perspective of the overall infrastructure is charged with 
making decisions while the hardware (router, switch, etc…) is 
just charged with routing packets to their destinations[12], 
[13]. OpenFlow is the protocol used for communication 
between the infrastructure layer and the control layer, it was 
originally proposed and implemented by Stanford University, 
and subsequently standardized by the NFB [14], [15]. There 
have been several controllers built, the most of which are open 
source and implement the OpenFlow protocol. Table I below 
covers the most prevalent SDN controllers. 

 

TABLE I. PROMINENT SDN CONTROLLERS 

Controller Organization Language Functionalities 

NOX [16] Nicira C++ The first OpenFlow 
controller 

POX [17] Nicira Python Improve NOX 
performance 

Ryu [18] NTT, OSRG 
group 

Python Supports Openstack 

Beacon [19] Stanford Java Based on 
Multithreading 
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Floodlight [20] Big Switch Java Tested with 
OpenFlow switches 

Opendaylight 
[21] 

Linux 
Foundation 

Java Supports OSGi and 
REST API 

 
This work must prove that it is feasible to adjust 

applications running on network nodes to give a better user 
experience using data collected from an SDN controller. 

B. Relationship between QoS and QoE  

In the context of a service or network provider, the QoS 
factors (delay, packet loss rate, etc...) will be used to determi
ne compliance with the QoS promises. [22]. 

Typically, the consumer is unconcerned about how the 
service or application is implemented. Rather, he wishes to 
compare the same service provided by other companies. 
Disparate the QoS factors listed previously, the quality of 
applications is valued based on other criteria linked to the 
functioning of the application, such as the image’s resolution, 
the quality of the utilized colors, and so on for the case of 
multimedia applications. Because these settings are nearer to 
the end user, where the user quality of experience QoE' is 
referred rather than network QoS' [22]. Hence, QoE is 
defined as the users’ particular judgements established from 
their own lived experience, on the quality of the entire 
application or service provided by vendors or internet service 
providers. QoE can be measured using even the objective 
methods or subjective methods [23]. 

C. The Proposed Solution Description 

The proposed solution includes two main steps to 
accomplish our goal: initially the network's QoS metrics must 
be measured and organized using a telemetry service 
established for this purpose; then, in the second step the 
application is permitted to check and infer these metrics to 
adjust its functioning factors. The flowchart shown in Fig. 1 
depicts the operation and the interactions of our platform's 
components. 

 
Fig. 1. The interactions between the platform's components. 

The study accomplished by [24] is exploited in our work 
to construct a telemetry service integrated with the controller. 
This service computes telemetry values like time and packet 
loss rate; then, organizes and stocks them in a local database. 
Knowing that the operation of an SDN network is based on 
the constant exchange of messages between the controller and 
the switches in order to manage traffic and verify the state of 
Openflow switches; these messages are employed in our 
approach to track the delay and packet losses’ rate generated 
in our platform, as illustrated in Fig. 2. 

 
Fig. 2. Test platform. 

 

D. Delay determination 

Timestamps are placed in specific packages built for this 
purpose to measure the delay (Tlatency) in our development 
platform (monitoring packets). Initially, the controller c0 
sends a packet with a specified ID and the specified 
timestamp. This packet will traverse s0 and s1 before 
returning to the origin point c0. When it is received, the 
timestamp is retrieved and subtracted from the receipt time to 
calculate Ttotal the time required to travel the path [c0 s0 
s1 c0]. The monitoring packet's journey is depicted in Fig. 
2 by red arrows. 

However, just the transmission time between s0 and s1 is 
requested; thus, the transmission times between [c0, s0] and 
[c0, s1] must be subtracted. These are retrieved owing to the 
statistical messages that are constantly transmitted between 
the controller and the switches. Thus, the equation to deduce 
the latency is defined by Eq. [1]: 

𝑇௟௔௧௘௡௖௬ = 𝑇௧௢௧௔௟  −  (𝑇[௖଴  ௦଴]  +  𝑇[௖଴  ௦ଵ])  (1) 
 

E. Packet-loss’s rate determination 

Packet-loss’s rate is expressed as a proportion of packets 
lost compared to packets sent. Therefore, the same method 
used to quantify latency will be used to calculate the rate of 
lost packets. As a result, the OpenFlow messages sent 
between the controller and the switches are exploited to 
calculate the loss rate in the path linking [s0  s1].  

To be more specific, the controller will issue a Flow-
Stats-Request to s0 and s1. When the controller receives the 

The 1st National Workshop on Wireless Network, Cloud Computing and Cryptography (WWN3C’2023) _Boumerdes, April 26, 2023

16



reply from s0, it stores the amount of packets transmitted for 
each stream in sent_packets. When the controller receives a 
reply from s1, it stores the amount in packets received for the 
same stream in a variable stated as received_packets. The 
difference is the amount of dropped packets. Hence, the loss 
rate equation can be expressed by Eq. [2] as follow: 

𝐿𝑜𝑠𝑡_𝑟𝑎𝑡𝑒 =  (𝑠𝑒𝑛𝑡 _𝑝𝑎𝑐𝑘𝑒𝑡𝑠 –  𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑑_𝑝𝑎𝑐𝑘𝑒𝑡𝑠)  
∗  100 / 𝑠𝑒𝑛𝑡_𝑝𝑎𝑐𝑘𝑒𝑡𝑠  

(2) 

 

F. Bandwidth determination 

"iPerf" , a tool developed by the National Laboratory for 
Applied Network Research and tailored for client-server 
systems [25], is used to estimate the bandwidth. To run iPerf, 
the first machine launches it in 'server mode,' and the second 
in 'client mode', respectively. iPerf is used in our situation to 
measure the bandwidth of the link between the streaming 
client and server.  

The purpose of the alteration is to improve the application 
performance in general. In our work, this enables the video 
streaming application placed on the server to automatically 
make decisions to alter streaming parameters such as bitrate 
or frame rate to offer appropriate data streams that match the 
collected telemetry statistics. 

Before starting the broadcast, the application first checks 
the telemetry values. Then, it determines whether the values 
retrieved are compatible with the stream's criteria (minimum 
configuration for its correct operation). Finally, the program 
modifies its broadcast parameters (as explained in Fig. 1). 

III. CONTROLLER CONFIGURATION 

A. Controller settings 

The controller is initialized via the command "pox.py" 
which launches the controller and sets it into the up state; it 
takes as a parameter the “controller.py” script, which allows 
the controller to determine and organize the telemetry values. 
After launching the controller, it turns to the idle state until 
the OpenFlow switches are connected. In addition to, Mininet 
terminal that is used to initiate the topology that will be 
connected to the POX controller by calling the “topo.py” 
script. 

Following the launch of the topology, the switches will be 
connected with the controller, which will begin evaluating the 
latency and packet loss between s0 and s1 every two seconds; 
then, displaying and saving the results in a 'csv' format file. 

B. Video streaming application 

The two users, User 1 and User 2, are used after the test 
platform is launched. User 1 acts as the streaming server that 
will broadcast the video, while User 2 acts as the client that 
will play the broadcast video. The client instantly informs the 
server that it wishes to play a video after connecting. 

Once the server is notified, it consults the “csv” file to 
retrieve the QoS metrics generated by the controller during 
the past 20 seconds; it then uses the iPerf tool to compute the 
bandwidth of the link between itself and the client. The 

application on the server can alter the broadcast parameters 
(bite rate, resolution and FPS) based on these network factors 
(delay, bandwidth, and loss rate). 

In this paper, the values extracted from [26] and [27] are 
used to specify the broadcast parameters of our application 
under different network situations. The values of the QoS 
metrics (bandwidth and latency) as well as the broadcast 
parameters (biterate and FPS) necessary for each broadcast 
quality (resolution) are shown in Table II. 

TABLE II. QOS PARAMETERS REQUIRED FOR EACH BROADCAST QUALITY. 

Resolution FPS Bitrate Bandwidth 
Delay 

required 
4K UHD 
2160p 

60 
20,000-
51,000Kbps 

50mbps 

< 150ms 

4K UHD 
2160P 

30 
13,000-
34,000Kbps 

30mbps 

FHD 1080p 60 
4,500-
9,000Kbps 

9mbps 

FHD 1080p 30 
3,000-
6,000Kbps 

6mbps 

HD 720p 60 
2,250-
6,000Kbps 

4mbps 

HD 720p 30 
1,500-
4,000Kbps 

2mbps 

HD 480p 30 500-2,000Kbps < 2mbps 

Consequently, the diffusion parameters are updated based 
on the decision retrieved from the execution of the pseudo-
code displayed below (see Fig. 3). 
 

 
Fig. 3. Streaming resolution selection algorithm at the streaming server 

application level 

The 1st National Workshop on Wireless Network, Cloud Computing and Cryptography (WWN3C’2023) _Boumerdes, April 26, 2023

17



IV. RESULTS AND DISCUSSION 

Live streaming is chosen as a case study to demonstrate 
the efficiency of our approach. Knowing that network QoS 
characteristics such as latency and bandwidth have an impact 
on this latter; hence, Mininet is used to change these 
parameters in order to mimic different network situations. 
The application will then be modified in response to these 
conditions. 

Python script telemetry “grph.py” is executed to launch 
the Matplotlib tool which help us to display the fluctuations 
of the metrics (delay and packet loss) measured by the 
controller in real time. Fig. 4 illustrates the display of packet 
loss rate vs time; the rate changes between 6 and 34 percent. 

 
Fig. 4. Display of the metrics fluctuations (delay and packet loss). 

In terms of comparison, considering that the 
application makes no adaptation decisions despite network 
circumstances in the first scenario. Then, the adaptability 
feature is triggered in the second case, to test the efficiency 
of the proposed approach. 

A. 1st scenario: without adaptation 

In this case, telemetry values are not checked; therefore, 
no decision is made on the manner to deliver the content. 
Diffusion is initiated with conventional parameters without 
specifying the biterate (resolution) or the FPS. The 
application is tested under various network conditions (good 
and worse cases). 

1) Estimating Good Network conditions: 
Mininet is used to simulate optimal network 

circumstances with short delay (20ms) and adequate 
bandwidth (20mbps). The results of streaming are presented 
in Fig. 5. 
It can be observed that although the accessibility of resources, 
the server application provides media with default settings; it 
does not take advantage of network resource availability to 
give the greatest possible quality for the user. 

2) Estimating Bad Network conditions: 
Low settings for bandwidth and delay are selected (delay 

= 200ms, bandwidth = 1mbps) to mimic a high demand on 
network resources such as numerous programs requesting 

bandwidth and heavy traffic; subsequently, streaming starts. 
Fig. 6 depicts the achieved results.  

It is clear that the delivery begins with high settings in 
comparison to the available resources because the program 
always uses standard values to deliver the content. This 
causes instability in streaming video playback and frequent 
interruptions. 

According to these tests, we can infer that the application 
cannot give a decent quality of experience to the end user 
because it does not adjust to network conditions. Indeed, it has 
been deduced that whether there are copious or limited 
resources, the application always employs standard delivery 
settings, thus it only gives an adequate service when the 
conditions are favorable. 

   
Fig. 5. Broadcast under good network conditions.      

  

 

Fig. 6. Broadcast under poor network conditions. 

B. 2nd scenario: Applying our approach 

In the second case, our scaling approach is used to address 
the issue from the prior scenario. 

1) Estimating Good Network conditions: 
Our approach is tested first by estimating satisfactory 

network conditions. Mininet is used to emulate optimal 
network circumstances with short delay (20ms) and adequate 
capacity (20Mbps). Then our streaming application is started 
as illustrated in Fig. 7. 
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After viewing the network status data provided by the 
telemetry service, it is verified that the streaming application 
selects optimal streaming settings to deliver the best quality 
of user experience. 

       
Fig. 7. Broadcast with Adaptation under good conditions  

 
Fig. 8. Braodcast with Adaptation under poor conditions 

2) Estimating Bad Network conditions: 
A delay of 200ms and 1Mbps bandwidth are used to 

emulate poor network settings; then, our streaming 
application is launched as illustrated in Fig. 8. 

The application can make decisions based on past 
knowledge of the network situation to give the greatest 
possible quality of experience. This highlights the efficiency 
of our approach for application flexibility based on 
information transmitted by the telemetry service 
implemented at the SDN controller level. 

The testing of our solution allowed us to prove its 
effectiveness and highlight the benefits of visibility that the 

controller offers in an SDN platform to improve the quality 
of user experience. 

V. CONCLUSION 

This work stated the way the applications and the 
networks can cooperate with one another to enhance the 
service quality for audiovisual flows, using the video 
streaming application as a case study. Indeed, an 
enhancement to the video streaming program is 
recommended by providing it with the ability to adapt to 
network changes and adjust its broadcast parameters. 

To demonstrate the efficiency of our method, tests were 
developed under various network situations. The obtained 
results permitted us to conclude that with a better 
understanding of network conditions, our video streaming 
application can make better decisions by adapting a more 
appropriate transcoding and bitrate, resulting in a higher 
quality of user experience. 

The proposed solution can be modified to enable the 
application to alter its settings during the broadcast, and then 
the SDN controller can be used to provide QoS processes at 
the infrastructure layer. 
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Abstract— The demand for antennas has exploded due to the 

rapid expansion of wireless communication systemes, In 

modern communication links, antennas with enhanced gain, 

increased bandwidth, small size, and low profile are typically 

selected.One of methods used to resume as needed is the 

method based On fractal antennas,In this work  different 

Shapes of  Fractal antennas are expected from  conventional 

rectangular patch antenna to T-rectangle Fractal antenna with 

Sierpinski Carpet in the second iteration and pentagon shapes 

along the patch surface , with lumped element in the central 

rectangle in the ON state  ,these antennas are designed on 

Rogers RT 6010 substrate with dielectric constant of 10.2 and 

thickness of 2.5mm.In addition of the reduction of the antenna 

size ,fractal antennas designed outperforms the traditional 

patch in bandwidth and return loss , return loss of -31,44 

.Antennas are designed and simulated by CST studio suite 

2021 

Keywords- Fractal 

antennas;Wideband;returnloss;Sierpinski Carpet 

I.Introduction 

Antennas serve as the wireless communication 

systemes’eyes and ears’ [1], Since antennas are a 

fundamental component of the entire wireless 

communication system, modern wireless communication 

systems place more emphasis on the design of antennas for 

communication technology advancement. The primary 

function of an antenna is to act as a transducer between the 

energy delivered by a transmission line and the energy 

radiated into space. An antenna is effectively used for 

electromagnetic wave radiation [2-5]Between an 

electromagnetic energy source and unoccupied space, it 

functions as a matching system. Utilizing antennas has only 

one objective: to enhance this matching. Once the matching 

is complete, the antenna produces high gain and radiates 

effectively. In addition to gain, there are numerous other 

characteristics that influence antenna design. The following 

is a list of some antenna properties: 

"Antenna Pattern," which depicts the strength of the field in 

various directions, The ratio of power radiated to total 

power is known as "radiation efficiency." Impedance 

matching refers to the antenna's input impedance for optimal 

power transfer. The aforementioned characteristics are 

essentially constant regardless of the antenna's bandwidth or 

frequency range,[6-9] The most important requirements 

nowadays for conformal antennas that may be directly 

incorporated into a range of microwave circuits are their 

compactness, light weight, and low profile. They play a 

significant role in the advancement of printed antennas. 

They are more commonly usable than the conventional ones 

since they are inexpensive and simple to fabricate on printed 

circuit boards (PCB). When developing a microstrip 

antenna, any geometry shape and size can be taken into 

consideration. A microstrip antenna has an infinite ground 

plane on one face and a radiating patch on the other on a 

dielectric substrate with very little thickness. Any shape, 

including square, circular, triangular, semi-circular, 

sectorial, and annular ring shapes, is possible for a patch. 

Patch antennas radiate mainly as a result of the fringing 

fields produced between the patch edge and the ground 

plane. 

Better radiation and greater efficiency are primarily 

preferred due to the high bandwidth that a low dielectric 

constant and thick substrate give. Consequently, this design 

results in a huge antenna size[10], The solution to this issue 

is to utilize a substrate with a high dielectric constant, which 

reduces efficiency and narrows bandwidth. As a result, a 

trade-off between the antenna size and performance must be 

made[11]. 

The patch can be constructed in any shape and is typically 

composed of conductive materials like gold, copper, or 

silver. The patch region on the substrate and the access 

conductive substance are typically obtained using the photo-

etching process[12] 

For an antenna to be effective, it must first and foremost be 

compact with increased bandwidth. The size of an antenna 

can be reduced via a variety of methods, including[13]; 

 utilizing a substrate with high permittivity, 

 when reactive or resistive loading is used 

 Improved form results in longer electric current 

 Notches on certain patches or fractals. 

 

II  METHODOLOGY 

Begin with a conventional patch antenna, a 

combination of T-rectangular patch antenna and a 

Sierpinski Carpet Fractal in the second iteration ,This 

antenna was designed on Rogers RT Duroid 6010 

substrate .Table1 shows specification and properties 

of this antenna. 

      TABLE1 Dimensions of conventional patch antenna 

Parameters Values 

Frequency 5.2Ghz 

Substrate length 27.87 mm 

Substrate Width 33.3 mm 

Patch length 8.15mm 
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Patch Width 12.19mm 

Substrate Thickness 2.5mm 

Dielectric constant 10.2 

Feed length 2.345 mm 

Feed Width 9.192 mm 

Inset Distance 2.153 mm 

Inset Gap 1.173 mm 

 

The patch antenna was designed by calculating all the 

required dimensions.the equations used were listed[14] 

i)Width of patch  
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ii)Effective dielectric constant for   =2.2, 
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Where h: the thickness of the substrate  

          Wp: the Width of the patch  

iii)Length extension 
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iv) Length of the patch , 
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v) Inset-fed depth , 
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Figure 1 shows the conventional patch antenna 

 

 
Figure1. Conventional patch antenna 

Figures of different models are listed below in Figure2 

In the figure2a we subtract a rectangle and add a lumped 

element. 

In Figure 2b we add pentagons in the vicinity of the 

subtracted rectangle of the last step  
 

 

Figure 2a 

 

 
Figure 2b 

 
Figure2c 

 
Figure2d 

Figure 2a : Sierpinski Carpet in the First iteration 

Figure 2b:  Sierpinski Carpet with pentagons 

Figure 2c: Sierpinski Carpet and T-rectangle First iteration 

antenna  

Figure 2d: Sierpinski Carpet and T-rectangle second 

iteration antenna 

Figure 3 present the return loss of different models 
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Figure 3a 

 
Figure 3b 

 
Figure 3c 

Figure 3d 

 Figure 3e 

 

Figure 2a : return loss plot of  cenviontial patch antenna  

Figure 2b : return loss plot of  Sierpinski Carpet in the First 

iteration 

Figure 2c:  return loss plot Sierpinski Carpet with pentagons 

Figure 2d: return loss plot Sierpinski Carpet and T-rectangle 

First iteration antenna  

Figure 2e: return loss plot Sierpinski Carpet and T-rectangle 

second iteration antenna 
 

 

 

Conclusion  

The proposed Fractal Microstrip Antenna design produced a 

decent wideband of approximately 1.08 GHz from the 7.90 

to 8.99GHz region, offering a bandwidth of about 18% for 

the many applications,. This investigation led us to the 

conclusion that as the number of fractal iterations increased, 

resonant frequency increased, leading to reduced power 

loss. Providing that the fractal geometry's inherent features 

are the cause of the broadband frequency response. 
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Abstract— A vital requirement for any random number 

generator based on chaos is to ensure that the generated 

sequence always benefits of a significant level of randomness. It 

is critical to examine such sequences by means of Lyapunov 

exponents, bifur-cation diagrams, or other tests in order to 

accurately select the parameters of the dynamic system. 

However, the sequence’s randomness quality varies depending 

on the generator's design and must be examined in different 

ways. Therefore, we argue to use the National Institute of 

Standards and Technology (NIST) suite tests to evaluate and 

compare the randomness properties of two coupled systems 

found in existing literature: the logistic-sine system (LSS) and 

the logistic-tent system (LTS). The results reveal that the LSS 

has much superior statistical features in terms of randomness 

than the LTS in the range [3.1–4]. This conclusion will 

substantially affect the selection of the perfect chaotic map to 

create sequences of keys that match the requirements of 

cryptography applications. 

Keywords—Random number generator, logistic-tent system, 

logistic-sine system, NIST, randomness. 

I. INTRODUCTION  

Random number generators (RNGs) that use chaotic 

systems (CSs) are fascinating because they provide high 

throughput data without the requirement for statistical post-

processing and may be implemented as electrical circuits 

using very simple hardware [1]. In reality, using weak 

random values enables an opponent to break the whole 

system [2], that’s why chaotic sequences have received a lot 

of interest lately because of their appealing characteristics, 

including great sensitivity to initial conditions [3]. With the 

help of this feature, it is possible to create a huge number of 

sequences with unique correlation properties and unique 

control pa-rameters, such as beginning conditions and 

bifurcation parameters [4].  

The basic structure and ease of use of typical 1D 

chaotic maps are highlighted [5], however, they struggle with 

three major problems, including the limited or dis-continuous 

range of chaotic behaviors, the sensitivity of low-

computation-cost analysis utilizing iteration and correlation 

functions, and the non-uniform data distribution of chaotic 

output sequences [6]. Therefore, it is necessary to create new 

chaotic systems with improved chaotic performance. 

For instance, a nonlinear mixture of different 1D chaotic 

maps, notably the Logistic-Sine System (LSS) and the 

Logistic-Tent System (LTS), is proposed by Zhou et al. [6] to 

larger the chaotic ranges and strengthen the chaotic behavior 

com-pared with their seed maps. These qualities grabbed the 

attention of many re-searchers, who tried to use them in 

cryptography applications. Therefore, multiple tests are 

employed to quantify and evaluate its chaotic behavior, as 

well as the bi-furcation diagram, Lyapunov exponent, phase 

portrait, Poincare map, and various entropy metrics. 

In [7], the 0-1 test and the three state test are used to 

provide a thorough investigation of the behavior of the LSS 

and LTS (3ST). While Zhou et al. [6] have proved that the 

LSS and LTS exhibit a continuous chaotic behavior in the 

range r ∈ (0,4], Muthu et al. [7] portray stronger and weaker 

regions of chaos, with some regions exhibiting quasiperiodic 

behavior. In this paper, we aim to demonstrate that the map 

has the most chaotic nature and is nominated to produce high 

quality randomness; thus, we analyze and compare the 

randomness properties of the generated sequences by the LSS 

and the LTS using the NIST test suite SP 800-22. 

The rest of the paper is structured as follows: in 

Section II, the dynamic behavior of the LSS and LTS via the 

bifurcation diagram, the Lyapunov exponent, the 0–1 test, 

and the 3ST are briefed. In section III, we use the NIST tests 

to compare and discuss the randomness quality of the two 

chaotic sequences generated by the LSS and LTS, followed 

by the conclusion of the work in section IV.         

II. ANALYZE OF THE COMPORTEMENT BEHAVIOR OF LSS AND 

LTS FROM THE LITERATURE 

The LSS and LTS are a form of chaotic coupled map that 

are often employed in image encryption due to the benefits of 

more advanced dynamical behavior. Numerous tests, such as 

the bifurcation diagram and the Lyapunov exponents in 

addition to the 0–1 and 3-ST tests, are used to measure its 

chaotic behaviors. In this section, we cover the theoretical 

elements of these tests applied to the LSS and the LTS. 
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A. Logistic-sine and the logistic-tent systems 

The logistic-sine system (LSS) and logistic-tent 
system (LTS) proposed by Zhou et al. [6] whose main 
structure is illustrated in Fig. 1 are a nonlinear mixing 
of several 1D chaotic maps: the logistic, tent, and sine 
maps.  

 

 

 𝑋𝑛+1 = ℱ𝐿𝑆𝑆(𝑟, 𝑋𝑛) 

 𝑋𝑛+1 = [ℒ(𝑟, 𝑋𝑛) + 𝑆((4 − 𝑟), 𝑋𝑛)]𝑚𝑜𝑑1         

          = [𝑟𝑋𝑛(1 − 𝑋𝑛) + (4 − 𝑟) 𝑠𝑖𝑛(𝜋𝑋𝑛)]𝑚𝑜𝑑1        (1) 

𝑟 ∈ (0;  4] 

𝑋𝑛+1 = 𝐺𝐿𝑇𝑆(𝑟, 𝑋𝑛) 

𝑋𝑛+1 = [ℒ(𝑟, 𝑋𝑛) + 𝑇((4 − 𝑟), 𝑋𝑛)]𝑚𝑜𝑑1  

           =

{ 
[rXn(1 − Xn) + (4 − r)

Xn

2
] mod1                 Xi < 0,5

[rXn(1 − Xn) +
(4−r)(1−Xn)

2
] mod1                  Xi ≥ 0,5

   (2) 

𝑟 ∈ (0;  4] 

 Several tests are available in the literature to emphasize the 

chaotic behavior of these 1D chaotic systems, including the 

bifurcation diagram, Lyapunov exponent, 0–1 test, and 3ST. 

1) Bifurcation diagram 

An essential feature for showing the behavior of chaotic 

systems is the bifurcation diagram [8] by plotting the output 

sequences X(n+1) of the chaotic map along with the change 

of its parameter r [9]. Fig. 2 (a-b) compares the bifurcation 

diagrams of the LSS and the LTS. From these figures, it is 

obvious that the chaotic range of the LSS and LTS is inside 

(0,4], and their bifurcation behavior is evenly dispersed over 

the full space from 0 to 1. Visually, this finding is not 

sufficient to compare and determine zones of chaos and 

regularity; consequently, identifying them using just 

bifurcation diagrams is difficult. Classification tests are 

useful allies in dealing with this kind of situation more clearly 

[10]. In general, the classification by Lyapunov Exponents is 

the most often used approach in the literature [11]. 

 

2) Lyapunov Exponents 

When examining the dynamic behavior of chaotic 

systems, Lyapunov Exponents (LE) as key indicator that 

examines predictability is used [11]. It is one of the most 

frequently utilized tests since it is easy to implement when 

the map f is known explicitly. The Lyapunov Exponent of a 

discrete time system 𝑋𝑛+1 = 𝑓(𝑋𝑛 ) is given by: 

𝜆 = lim
𝑛→∞

1

𝑛
∑ 𝑙𝑛|𝑓′(𝑥𝑖)|𝑛−1

𝑖=0                                 (3) 

Lyapunov Exponents are used to measure chaos. This 

depends on the sign of Lyapunov exponent λ as follows:     

λ > 0, {𝑋𝑛 } shows chaotic behavior; 

λ < 0, {𝑋𝑛 } shows periodic behavior; 

λ = 0, a bifurcation occurs.  

The Lyapunov Exponent of the LSS and LTS is tested in [6]as 

shown in Fig. 3. Visually, it is obvious that the LSS and LTS 

have more complex chaotic qualities as evidenced by their 

Lyapunov Exponents which are greater than 0 over the whole 

parameter setting range r, and they consistently behave 

chaotically in the range r ∈ (0,4] [7].  

3) The 0-1 Test  
 A relatively new method for testing for chaos in 

deterministic discrete and continuous systems is the 0-1 test  
[10]. It is used to determine if there is chaos in digital 
sequences when a mathematical model is not available. Since 
the test directly applies to time series data and phase space 
reconstruction is not required, it has been shown to be more 
favorable than the Lyapunov exponent [7]. 

A single real number K and a two-dimensional graph with 
translation variables p and q make up the test's result. 
Information about the chaotic sequence may be revealed by 
the value of K [10]: 

𝐾 ≈ 0  , Chaotic. 

𝐾 ≈ 1  , Regular (non-chaotic). 

The 0-1 test was experimented by Muthu et al. [7] on the LSS 
and the LTS with parameters N=5000 and 𝑋0 = 0.01.  

The K values obtained for the r values are shown in Fig. 4, 
which demonstrates a slope towards 1 for all values of r in the 
range [3.1, 4] for the LSS and LTS, demonstrating that these 

r r 

𝑋
𝑛

+
1

  

(a) (b) 

Fig. 2. Bifurcation diagram: (a) logistic-tent system; (b) logistic-sine system 

Fig. 3. Lyapunov Exponent diagram: (a) logistic-tent system; (b) 
logistic-sine system [6] 

(a) (b) 

𝐹(𝑎, 𝑋𝑛) 

𝐺(𝑏, 𝑋𝑛) 

mod ⨁ 
𝑋𝑛+1 𝑋𝑛 

Fig. 1. General structure of 1D combined maps 
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maps do not have a consistently chaotic character over the 
given range. Furthermore, Muthu et al. [7] demonstrate that 
the LSS possesses the strongest chaotic nature in most areas 
of 𝑟. 

 

Fig. 4. 0-1 Test results: K values obtained for the r values 

TABLE I. Results of  behavior comparison of the LSS and LTS using 3ST 
proved by  [7] 

 

 

 

 

 

 

 

 

 

 

4) 3ST 
The 3ST is based on data series pattern analysis. The 

approach determines whether the dynamics are chaotic or 
regular by looking at the properties of periodic and quasi-
periodic signals. The 3ST looks at how a data series' 
distribution of system states changes over time [12]. It is 
aimed at discriminating between the three major dynamics 
represented by the LE chaotic (> 0), quasi-periodic (<0), and 
periodic (= 0) dynamics [13].  

Muthu et al. [7] performed 3ST on the LSS and LTS in the 
range r [3.1, 4]. Surprisingly, it clearly differentiates three 
types of behavior at various r values, periodic, quasi-periodic, 
and chaotic nature as categories in Table 1, which clearly 
demonstrate that LTS has a wider chaotic region than other 
maps. Further, it is demonstrated in [7] that the chaotic 
behavior of these maps is not uniformly distributed, and 
certain parts are found to be quasi-periodic in the LSS and 
LTS. This conclusion refutes what is asserted in [6] that LSS 
and LTS are chaotic throughout. 

III. EXPERIMENTAL STUDY 

In order to further study and compare the random 

properties of the chaotic sequence formed by the LSS and 

LTS, the National Institute of Standards and Technology 

(NIST) is used in this section to identify the areas of 

randomness and lack of randomness of these two sequences. 

A. NIST test of chaotic sequence 

In this test, we have expanded our study about the 

correspondence between the NIST statistical tests for pseudo-

random number generators and certain chaotic metrics, 

including Lyapunov exponents, bifurcation diagrams, the 0-1 

Test, and 3ST as a viable technique to verify findings in [6] 

and [7] . 

First, the LSS and LTS systems are utilized to construct 

the chaotic series X (n+1) with control parameters r in the 

range (0,4] and X 0= 0.1 using the iterative procedures 

specified in (1) and (2). The bit length of each sequence n was 

set to 1000 bits. Then the statistical tests are done using NIST 

SP 800-22. The 15 sub-tests that make up the NIST test may 

all be used to assess the randomness of the sequences. By ana-

lyzing the sequence's uniformity, the test results largely show 

the benefits and draw-backs of the pseudo-random sequence 

[8], in which the probability value (P-value) reflects the 

regularity of the sequence. The p-value of each subtest is 

compared to a tester-determined significance threshold 

(which, for cryptography and in the case of NIST test suite 

version SP800-22, is commonly set to = 0.01[14]). If the P-

value is greater than α, the sequence is random; otherwise, the 

sequence is not random. The NIST tests may be divided up 

into four basic categories of testing. These tests include the 

frequency test from 1–4, repetitive pattern tests from 5–6, 

pattern matching tests from 7–12, and random walk tests from 

13–15 [15]. 

 

Since we can’t determine which maps exhibit superior 

randomness simply by doing one test for just one value of r, 

we have to repeat the test according to r’s transitions from 3,15 

to 3,95, and then we have calculated the likelihood that a 

random sequence fails one or more tests for each testing 

process. Fig. 5 depicts the histogram plot of the uniformity test 

p-values at three values of r: 3.15, 3.65, and 3.95 for the two 

maps LSS and LTS. Table 2 shows the results of 15 failed tests 

at NIST for all r values mentioned.  

 

SS findings exhibit excellent randomness, where all P-values 

are much over the significance threshold in most r values, 

expected Binary Matrix Rank Test, Overlap-ping Template 

Matching Test, and Maurer's Universal Statistical Test. It 

should be noted that some of these tests are not always 

appropriate. These tests are run only if the sequence meets 

certain criteria (for example, passing the frequency test, 

having more than 500 [16] cycles, and having a sufficient bit-

length). However, LSS remains regarded as random even if it 

fails 3 to 4 tests, according to [16], where data may still be 

deemed random at the significance level α = 0.01 if they fail 

fewer than 7 NIST statistical tests. 

 

LTS fails multiple tests when r is in the quasi-periodic range 

[3.1-3.29] and in the chaotic range [3.4-3.59]. That might be 

explained by the fact that the randomness of the sequences 

does not rely only on the chaotic state of the underlying system 

but also on the post-processing and the generator’s design. It 

is obvious that the randomization qualities of these maps in 

such a range have exposed major security needs, which make 

its usage inappropriate for image encryption and demand a 

solid selection of the chaotic system parameters when 

employing them. 

0

0,5

1

3.15 3.25 3.35 3.45 3.55 3.65 3.75 3.85 3.95

LSS LTS

r LSS LTS 

[3,1-3,19] Chaotic Quasi-periodic 

[3,2-3,29] Chaotic Quasi-periodic 

[3,3-3,39] Chaotic Chaotic 

[3,4-3,49] Quasi-periodic Chaotic 

[3,5-3,59] Quasi-periodic Chaotic 

[3,6-3,69] Chaotic Chaotic 

[3,7-3,79] Quasi-periodic Chaotic 

[3,8-3,89] Quasi-periodic Quasi-periodic 

[3,9-3,99] Quasi-periodic Quasi-periodic 

r 

K 
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TABLE II. Failed tests relatively to 15 tests for r listed values, we have use 
NR: Not random, R: Random 

Finally, the results reveal a strong relationship 

between the NIST tests and the chaotic metrics described in 

Part II. The seeds for which the maps are chaotic, are the seeds 

that determine a low number of failed NIST tests, which 

demonstrates the notion that a required criterion for a 

successful pseudo random number generator is that the 

development of the underlying system is chaotic. Thus, 

according to [7], the LSS that processed the strongest chaotic 

behavior in the range [0-4] is the one with the fewest failed 

NIST tests and the ability to generate a highly random chaotic 

sequence.       

IV. CONLUSION  

       Coupling chaotic maps is a common way to develop 

more sophisticated dynamic behavior. This paper gives a 

comparative examination of two coupled systems, namely the 

logistic-sine system (LSS) and the logistic-tent system (LTS), 

considering their randomization qualities to verify which 

performs the best. Since several test batteries are available to 

debate which system is best utilized as a random number 

generator, we pick the NIST test suite, which is regarded as 

the most appropriate one. We have demonstrated through 

NIST tests that the LSS presents better properties of 

randomness than the LTS, while the LTS is discontinuity 

random in the range of [3.1–3.95], the LSS is random 

throughout; thus, this will strongly influence the selection of 

the perfect chaotic map to generate sequences of keys used 

later for many applications, such as image encryption. We 

also discovered experimentally that using Lyapunov 

exponents, bifurcation diagrams, the 0-1 test, 3ST, and NIST 

tests is required to select the dynamic system characteristics 

required to develop chaos-based random generators. 

However, merely making a proper selection of the chaotic 

system characteristics is not enough; the unpredictability or 

lack of randomness of such a sequence relies on many 

aspects, including post-processing and the generator’s 

design, and must be assessed in other ways. 
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Abstract—In this paper, an image-denoising technique based
on Total Variation (TV ) regularization is proposed for Salt-
And-Pepper (SAP) noise. We consider two problems: First, in
ℓ1 − norm problem, we add squared magnitude as the data
term to the penalty function. Second, in ℓ2 − norm problem we
add the absolute value of magnitude as a data solution term to
the regularization function. The augmented Lagrange Multiplier
(ALM ) method is used for solving constrained optimization
problems. Extensive experimental results demonstrate that ℓ1
method can get much better performance metrics: Mean Square
Error (MSE), Signal Noise–to-Ratio (SNR) Peak Signal-to-
Noise Ratio (PSNR) and Structural SIMilarity index (SSIM ),
and ℓ1 method can remove the Salt and pepper noise effectively
and keep the image details well in comparison to the ℓ2 method.

Index Terms—image denoise, total variation, regularization,
salt-and-pepper noise, norms, metrics

I. INTRODUCTION

Salt and pepper noise can be introduced during the signal
acquisition stage or due to the bit error in the transmission
[14]. The image degradation process may be modeled as:

f = u+ η (1)

here f is the degraded image, u is an observed image, and η
is a salt-and-pepper noise contaminating the measurements, in
this noise the corrupted pixels take the maximum value or the
minimum value which sets randomly black and white spots
on the image [9]. This problem is ill-posed, to overcome this
drawback, input data need to be regularized [13]. We choose
an anisotropic total variation as a term of regularization, then
we solve the following two optimization problems:

(P1) : min
u

λ

2
|u− f |22 + uTV (2)

(P2) : min
u

λ

2
|u− f |1 + uTV (3)

The first term is the fidelity and the second one is the
regularization. Here |·|1 and |·|2 are defined as ℓ1 − norm

and ℓ2 − norm, respectively. λ is regularization parameter. u
is a grayscale image of size M ×N , uTV is anisotropic total
variation, it is defined as:

uTV = |Du|1 = |Dxu|1 + |Dyu|1
= |u (x+ 1, y)− u (x, y)|+ |u (x, y + 1)− u (x, y)|

(4)
where x and y are the row and column indices, respectively,
D is the gradient operator ∇ in the discrete setting, Dx and
Dy are the horizontal and vertical partial derivative operators,
respectively.
The discrete uTV can be defined as:

uTV i,j =

M∑
i=1

N∑
j=1

(∣∣ui+1,j − ui,j

∣∣+ |ui,j+1 − ui,j |
)

(5)

We call problem (2) ℓ1 − ℓ1 minimization and problem (3)
ℓ2 − ℓ1 minimization.

To remove SAP noise from the image many algorithms
have been proposed median filters [1], [7], fuzzy approach
Algorithms based on fuzzy sets [11], [8], Adaptive weighted
mean filter [15] iterative nonlocal means filter [12], Adaptive
Riesz Mean Filter [5], variational regularisation [3], [12] [2],
[6],

The paper is structured as follows: in section I, we present
an introduction to SAL noise. Then, we introduce the defini-
tion of the total variation of an image as the l1 norm of its
gradient field amplitude and the formulation for the discrete
TV. In section II, we consider the denoising problems with
ℓ1−ℓ1 and ℓ2−ℓ1 approaches to remove SAP noise in image.
The section III, describes the evaluation techniques: Mean-
Square Error (MSE), Signal-to-noise Ratio (SNR), Peak
Signal-to-Noise Ratio (PSNR), and Structural SIMilarity
index (SSIM ). Section IV, provides the simulation results.
Discussion of experiment results is described in section V,
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and section VI, gives the conclusion and perspectives. Finally,
the references of this article are listed.

II. PROBLEM FORMULATION

This section considers solving the two problems (2) in
subsection II-A and (3) in subsection II-B.

A. First formulation: ℓ2 − ℓ1 minimization problem

For solving the problem (2), the following steps must be
followed:

• Write problem (2) as:

minimize
u,w

λ

2
|u− f |2 + |w|1

subject to w = Du
(6)

then set the constraint equal to 0: w −Du = 0
• Based on the Augmented Lagrange method, we rewrite

the constrained optimization problem (6) to be a saddle-
point problem (7):

L (u,w, z) =
λ

2
|u− f |2+|w|1−zT (w −Du)−d

2
|w −Du|2

(7)
where L (u,w, v) is augmented Lagrangian, d is a reg-
ularization parameter and z is the Lagrange multiplier
associated.

• Solve sequence of unconstrained minimization of aug-
mented Lagrangian:

u = argmin
u

L (u,w, z)

w= argmin
w

L (u,w, z)
(8)

and using the following multiplier update [3]:

zk+1 = zk − d (wk+1 −Duk+1) (9)

Then, apply the method of multipliers:
uk+1 =

λ

2
|u− f |2 − zTk (wk −Du) +

d

2
|wk −Du|2

wk+1 = |w|1 − zTk (w −Duk+1) +
d

2
|w −Duk+1|2

(10)
Hence (10) has the following solution [3]:

u = TF−1

{
TF

{
λf + dDTw −DT z

}
λ+ d (TF {Dx}+ TF {Dy})

}

w = max

{∣∣∣∣Du+
1

d
z

∣∣∣∣− 1

d
, 0

}
.sgn

(
Du+

1

d
z

)
(11)

TF denotes the Fourier transform operator and TF−1 is
the inverse Fourier transform.

B. Second formulation: ℓ1 − ℓ1 minimization
We try to recover the original image by minimizing (3). All

steps of resolution are summarized as follows:
• Replace (3) by:

minimize
u

λ∥u− f∥1 + ∥w∥1
subject to r = u− f

w = Du

(12)

then set the constraints equal to 0: r − u + f = 0 and
w −Du = 0

• Converting constrained optimization (12) to uncon-
strained minimization problem using the Lagragian
method:
L (u, r, w, z1, z2) = λ|r|1 + |w|1 − zT1 (r − u+ f)− zT2 (w −Du)

+
d1
2
|r − u+ f |2 + d2

2
|w −Du|2

(13)
Here, L (u, r, w, z1, z2) is the augmented Lagrangian
function, d1, d2 are regularization parameters and z1, z2
are the Lagrange multipliers associated.

• u, r and w are minimized separately and sequentially as:
u = argmin

u
L (u, r, w, z1, z2)

r = argmin
r

L (u, r, w, z1, z2)

w = argmin
w

L (u, r, w, z1, z2)

(14)

and using the following multipliers update [3]:{
z1k+1 = z1k − d1 (rk+1 − uk+1 + fk+1)

z2k+1 = z2k − d2 (wk+1 −Duk+1)
(15)

Hence can view the augmented Lagrangian process as:

min
u

{
zT1 (u) + zT2 (Du) +

d1
2
|r − u+ f |2 + d2

2
|w −Du|2

}
min
r

{
λ|r|1 − zT1 (r) +

d1
2
|r − u+ f |2

}
min
w

{
|w|1 − zT2 (w −Du) +

d2
2
|w −Du|2

}
(16)

The problem (16) can be rewritten as following [3]:

u = TF−1

{
TF

{
d1f + d1w − z +DT (d2w − z)

}
d1 + d2 (TF 2 {Dx}+ TF 2 {Dy})

}

r = max

{∣∣∣∣u− f +
1

d1
z1

∣∣∣∣− λ

d1
, 0

}
.sgn

(
u− f +

1

d1
z1

)
w = max

{∣∣∣∣Du+
1

d2
z2

∣∣∣∣− 1

d2
, 0

}
.sgn

(
Du+

1

d2
z2

)
(17)

III. EVALUATION DENOISING TECHNIQUES

We have measured the performance of models by Mean-
Square Error (MSE), Signal-to-noise Ratio (SNR), Peak
Signal-to-Noise Ratio (PSNR),and Structural SIMilarity in-
dex (SSIM ) [4], [10]:
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A. Mean Square Error (MSE)

The mean Square Error value denotes the average difference
of the pixels all over the image. MSE is defined as:

MSE =
1

M.N

M−1∑
i=0

N−1∑
j=0

(u (i, j)− û (i, j))
2 (18)

here, M ×N is the image size, u (i, j) is the original image,
whereas, û (i, j) is the denoised image.

B. Signal Noise–to-Ratio (SNR)

Equation (19) is the formula used to calculate the SNR:

SNR =

M−1∑
i=0

N−1∑
j=0

(u (i, j))
2

M−1∑
i=0

N−1∑
j=0

(u (i, j)− û (i, j))
2

(19)

C. Peak Signal-to-Noise Ratio (PSNR)

For calculating the PSNR, MSE is used. PSNR can be
calculated as follows:

PSNR = 10log10

(
d2

MSE

)
(20)

d is the maximum possible pixel value of the image.

D. Structural SIMilarity index (SSIM )

The following equations give the expression of SSIM :

SSIM (u, û) =
(2µuµû + C1) (2σuû + C2)

(µ2
u + µ2

û + C1) (σ2
u + σ2

û + C2)
(21)

Where SSIM (u, û) is the Structural SIMilarity index
between two images, µu, µû are average of u, û respectively,
σu, σû are standard deviation of u, û, σuû is standard
deviation between u and û, C1 ,C2 are positive constant.

Generally, a smaller value of the MSE and higher values of
the SNR, PSNR, and SSIM imply a good denoised image.

IV. RESULTS

To compare ℓ1 − ℓ1 method with ℓ2 − ℓ1 method, seven
different types of images are used in our applications
such ‘37073.jpg’ , ‘42049.jpg’, ’102061.jpg’ ’03070.jpg’,
’126007.jpg’ of size (321×481) and ‘172032.jpg’, ‘54082.jpg’
,‘376043.jpg’ of size (481 × 321). These images are chosen
from the Berkeley Segmentation Data Set (BSDS300) avail-
able at: https://www2.eecs.berkeley.edu/Research/Projects/CS/
vision/bsds/. All images were corrupted with salt and pepper
noise.

(a) True image u

(b) Degraded image f
MSE = 0.0147 SNR = 13.7383dB

PSNR = 18.3298dB SSIM = 0.2080

(c) Restored image with ℓ1 − ℓ1
MSE = 0.0008 SNR = 26.4341dB

PSNR = 31.1152dB SSIM = 0.8726

(d) Restored image with ℓ2 − ℓ1
MSE = 0.0017 SNR = 22.9407dB

PSNR = 27.7000dB SSIM = 0.7839

Fig. 1
Result of 172032.jpg′ image
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(a) True image u

(b) Degraded image f
MSE = 0.01771 SNR = 12.3146dB
PSNR = 17.5159dB SSIM = 0.2789

(c) Restored image with ℓ1 − ℓ1
MSE = 0.0014 SNR = 19.8370dB

PSNR = 28.5153dB SSIM = 0.7813

(d) Restored image with ℓ2 − ℓ1
MSE = 0.0026 SNR = 17.2429dB

PSNR = 25.8312dB SSIM = 0.7020

Fig. 2
Result of 37073.jpg′ image

(a) True image u

(b) Degraded image f
MSE = 0.0188 SNR = 13.9288dB

PSNR = 17.2662dB SSIM = 0.2344

(c) Restored image with ℓ1 − ℓ1
MSE = 0.0009 SNR = 27.0205dB

PSNR = 30.3361dB SSIM = 0.9397

(d) Restored image with ℓ2 − ℓ1
MSE = 0.0027 SNR = 22.2781dB

PSNR = 25.7529dB SSIM = 0.8700

Fig. 3
Result of 42049.jpg′ image
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(a) True image u

(b) Degraded image f
MSE = 0.0160 SNR = 10.6173dB

PSNR = 17.9652dB SSIM = 0.2064

(c) Restored image with ℓ1 − ℓ1
MSE = 0.0019 SNR = 19.4110dB

PSNR = 27.1386dB SSIM = 0.6964

(d) Restored image with ℓ2 − ℓ1
MSE = 0.0030 SNR = 17.5650dB

PSNR = 25.2476dB SSIM = 0.6035

Fig. 4
Result of 54082.jpg′ image

(a) True image u

(b) Degraded image f
MSE = 0.0186 SNR = 11.7817dB

PSNR = 17.3092dB SSIM = 0.2403

(c) Restored image with ℓ1 − ℓ1
MSE = 0.0034 SNR19.0144dB

PSNR = 24.6576dB SSIM = 0.6145

(d) Restored image with ℓ2 − ℓ1
MSE = 0.0061 SNR = 16.4156dB

PSNR = 22.1617dB SSIM = 0.3929

Fig. 5
Result of 376043.jpg′ image
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(a) True image u

(b) Degraded image f
MSE = 0.0161 SNR = 9.9322dB

PSNR = 17.9300dB SSIM = 0.2523

(c) Restored image with ℓ1 − ℓ1
MSE = 0.0012 SNR = 20.7989dB

PSNR = 29.2341dB SSIM = 0.8079

(d) Restored image with ℓ2 − ℓ1
MSE = 0.0025 SNR = 17.5945dB

PSNR = 25.9885dB SSIM = 0.6800

Fig. 6
Result of 103070.jpg′ image

(a) True image u

(b) Degraded image f
MSE = 0.0170 SNR = 9.9395dB

PSNR = 17.6930dB SSIM = 0.2229

(c) Restored image with ℓ1 − ℓ1
MSE = 0.0015 SNR = 20.2215dB

PSNR = 28.3577dB SSIM = 0.8162

(d) Restored image with ℓ2 − ℓ1
MSE = 0.0030 SNR = 17.1265dB

PSNR = 25.2541dB SSIM = 0.7089

Fig. 7
Result of 126007.jpg′ image
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V. DISCUSSION

Figure 1 to 7 illustrate the original images, images corrupted
by salt-and-pepper noise with density 5%, and denoised im-
ages by ℓ1−ℓ1 and ℓ2−ℓ1 minimization techniques. It can be
clearly seen that ℓ1 − ℓ1 method is best than ℓ2 − ℓ1 method.

The metrics MSE, SNR, PSNR, and SSIM are obtained
with the two approaches for the various images on the test set
can be found in table I. The mean square error values measured
between the original image and the denoised one show that
those obtained by ℓ1 − ℓ1 are higher than those measured by
ℓ2 − ℓ1 . A lower value of MSE denotes a small difference
between the original and the processed images. All the signal-
to-noise ratio values are greater than 0 dB, which indicates
that the image recovery level is greater than the degradation
level. The SNR obtained with ℓ1 − ℓ1 is higher than that
obtained with ℓ2 − ℓ1 for all images . The higher SNR, the
better the image quality. The higher the peak-signal-to-noise
ratio, the better the degraded image has been denoised to better
match the original image. ℓ1−ℓ1 presents a better technique of
denoised image thanℓ1−ℓ1 approach. The Structural Similarity
Index is used as a metric to measure the similarity between
degraded and denoised grayscale images. If the value tends
towards 0, the degraded and reconstructed images are very
similar. For all grayscale images, the SSIM values calculated
by applying ℓ1−ℓ1 are higher than those obtained with ℓ2−ℓ1.

VI. CONCLUSION

In this paper, we have developed two regularization models
based on total variation and ℓ1 and ℓ2 norms to remove salt
and pepper noise in the image. To compare and evaluate these
models, we have used Meam Square Error, Signal Noise–to-
Ratio, Peak Signal-to-Noise Ratio, and Structural SIMilarity
index as metrics. The experimental results show that ℓ1 − ℓ1
can get better MSE, SNR, PSNR, and SSIM than ℓ2−ℓ1.
Finally, we want to extend this study to deal with other image
processing problems such as image segmentation and image
inpainting.
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Abstract—The remarkable progress in image processing and
telecommunications has necessitated the protection of the trans-
mitted image from hackers. In this work, we will present a new
approach to image encryption based on the Zigzag method, where
this zigzag is controlled by enhanced chaotic system . The system
is also used in the diffusion process to change the values of
image pixels. The method passed all of the tests that were used
to evaluate its effectiveness, including entropy, histogram, and
correlation coefficient. It has also been shown that the method
can respond to a variety of assaults, including statistical and
entropy attacks.

Index Terms—Image processing, fractional order, chaotic sys-
tem, image encryption.

I. INTRODUCTION

In recent years,encryption has become a key instrument
for the security of data transported through computer and
communication networks . therefore it is regarded as an
important approach to safeguard digital images [1]. Image
encryption has become a particularly intriguing subject of
research [2]–[4].Because the image has distinct features than
text, such as vast data. As a result, while certain classic
encryption algorithms are excellent for encrypting text, they
are ineffective for encrypting pictures.Since chaotic maps
have prominent characteristics like highly sensitive depen-
dence on initial conditions and control parameters, ergodicity,
unpredictability, and pseudo-randomness, which can satisfy
requirements like diffusion and permutation in the direction
of image encryption, also chaos-based encryption algorithms
are very efficient in terms of speed and security [5]. As a
result, chaotic-based encryption systems have received a lot of
research attention.The image encryption approaches presented
in the literature are implemented on a variety of chaotic maps
and employ a variety of encryption algorithms.

So, in this work, we will present a method for encod-
ing images using an enhanced one-dimensional chaotic map.
This map offers solutions to several map issues, including
finite chaotic fields and non-uniform distribution of random

Fig. 1: Bifurcation diagram of (a) Quadratic map, (b) EQM.

sequences. Which is proven by the bifurcation diagram and
Lyapunov exponent.

II. ENHANCED QUADRATIC MAP (EQM) :

In this section, We are employing an enhanced quadratic
map as described in [6]. This map overcomes the difficulties
of previous maps, such as the restricted chaotic range and
the disorganized distribution of chaotic sequences.The EQM’s
mathematical formula is as follows:

Xn+1 = EQM
(
r, 2k (Xn)

)
= Q

(
r, 2k (Q (r,Xn)) mod 1

=
(
r − 2k

(
r −X2

n

)2)
mod 1.

the enhanced quadratic map is assessed by the Lyapunov expo-
nent and the bifurcation diagram in Figure 1 and 2.According
to Figure 1, the recommended quadratic map exhibits chaotic
behavior at any value of r except the extremely tiny range [0,
0.05],furthermore , the chaotic sequences generated by this
system have a uniform-distribution in [0.05 ,4].Furthermore,
figure 2 demonstrates that the Lyapunov exponent of the en-
hanced quadratic map is larger than zero for all r values except
a tiny range [0, 0.05] .the numerical calculation of largest
Lyapunov exponent for the conventional quadratic map and
enhanced one is 0.68894 and 5.2713 respectively.Lyapunov?s
exponent of enhanced map is larger than that of conventional
quadratic maps.It implies that the quadratic map’s chaotic
properties have been greatly enhanced.
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Fig. 2: Lyapunov exponent of (a) Quadratic map, (b) EQM.

Fig. 3: the mechanism of permutation process.

III. SUGGESTED IMAGE ENCRYPTION SCHEME:
In this part, we will present the proposed technique, which

is based on the use of the enhanced quadratic map to change
the positions of pixels in the image by a different set of Zigzag
types, as it is used in the diffusion process to obtain the
encrypted image.

Step 1:We create a random matrix V of size mnusing the
enhanced map with the parameters r1, k1 and the ini1tial
values x1.

Step 2:We divide the matrix V into blocks of size 22. Then
we arrange the elements of each block in ascending order to
get different types of Zigzag.

Step 3:We change the locations of the pixels of the original
image O with the same types of zigzag of the matrix V to
get the permuted image P.Figure 3 shows the mechanism for
changing the locations of the pixels of the original image O
using the matrix V.

Step 4: We divide the permuted image P into R,G and
B components. Then we convert them into one-dimensional
vectors R’,G’ and B’.

Step 5: We diffuse the vectors R’, G’ and B’ using equation
1 and 2 to get the encrypted vectors R”, G” and B”. R′′0(i)← R′(1)⊕G′(1).

G′′0(i)← G′(1)⊕B′(1).
B′′0(i)← B′(1)⊕ key 2(1).

(1)

key1 and key2 are generated using equation 1 with the
parameters r2,r3, k2 and the ini1tial valuesx2 and x3.

Step 6:We turn the vectors R?’, G?’ and B?’ into matrices,
and then we use these matrices to build the encrypted image.

IV. SIMULATION RESULTS:
In this part, we will give a series of evaluations to assess

the efficiency of the recommended approach . Each test was

Fig. 4: Diffusion process.

Fig. 5: The original medical images.

run on an i7 7500u with 8 GB of RAM using Matlab 2019a
software.We applied our algorithm to the COVID-19 medical
images shown in Figure 5. the encryption results of our
approach are shown in figure 6. R′′(i)← [(R′(i) +G′(i)) mod 256]⊕ [R′′(i− 1)⊕ key 1(i)]

G′′(i)← [(B′(i) +G′(i)) mod 256]⊕ [G′′(i− 1)⊕ key 1(i)]
B′′(i)← [(B′(i) + key 2(i)) mod 256]⊕ [B′′(i− 1)⊕ keyl(i)]

(2)

A. Histogram analysis:

The histogram is a graph that shows the number of pixels
in a picture at each intensity value [7].The encrypted images
histogram must be uniform so that an adversary cannot extract
any information from it.The histogram of the original images
and its cipher images is shown in Figure 7.The findings reveal
that after encryption, the histograms of the encrypted pictures
(Covid1, Covid2, Covid3) are uniform. As a result, the attacker

Fig. 6: Encrypted medical images.
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Fig. 7: Histogram analysis results:(a-c) plain images,(d-f)
encrypted images.

is unable to extract information from the encrypted image’s
histogram.

B. Correlation coefficient :

Correlation is a technique for comparing two photos in order
to determine pixel changes in one image relative to another
reference image. A conventional image’s neighboring pixels
have a high correlation. To maintain security against statistical
analysis, a decent picture encryption technique must eliminate
such a correlation.The mathematical formula is as follows [8]:

rxy =
cov(x, y)√
D(x)D(y)

(3)

cov(x) = E([x− E(x)][y − E(x)]) (4)

E(x) =
1

N

N∑
i=1

xi (5)

D(x) =
1

N

N∑
i=1

[xi − E(x)]2 (6)

E(x), E(y) denote the means of two adjacent pixel x and y
respectively.The results of the correlation coefficient of the
ciphered images by our algorithms are shown in Table 1.The
outcome demonstrates that after simulating the images, the
average value of the correlations. When the encrypted image
has a value of 0.001, it is closer to the number 0. This
demonstrates that there is no association between neighboring
pixels after encryption.

C. Entropy analysis:

The information entropy is a highly important measure of
the randomness of information.High entropy values indicate a
high degree of unpredictability,and for any message encoded

TABLE I: Correlation coefficient results.

Position Covid1 Covid2 Covid3
Horizontal 0.00054 0.00012 0.0011
Vertical -0.0007 0.0004 0.0015
Diagonal 0.0003 -0.0021 -0.0017

TABLE II: Entropy of the ciphered image.

covid1 covid2 covid3
Entropy values 7,9988 7,9986 7,9990

on M bits, the upper limit of entropy is M.The following
formula is used to compute the entropy of a m source:

h(m) = −
2n−1∑
i=0

p(mi)log2(p(mi) (7)

Where m is the information source. the entropy number for
encrypted image must be extremely near to 8.Our entropy
results are shown in table 2.The average Entropy of Encrypted
Images value is 7.9988, which is near to the value 8. This
demonstrates how tough it is to be predictable.

V. CONCLUSION:

in this study,We concentrated on using a novel image
encryption approach via an enhanced quadratic map.This map
is utilized to generate the pseudorandom sequence that is
employed throughout the zigzag and diffusion procedures. The
analytical findings showed that the suggested system has a low
correlation coefficient and can withstand various assaults such
as statistical attacks and entropy attacks.
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Abstract—Unmanned Aerial Vehicles (UAVs) have recently
gained significant attention due to their potential applications
in various fields, such as agriculture, surveillance, and disaster
management. One of the critical challenges for effective UAV
operation is establishing reliable communication between the
UAVs and ground base stations. In this article, We consider
several parameters, such as the distance between the UAVs
and the ground base station, the transmission power of the
UAVs, and the interference level in the environment. We use
the packet delivery ratio (PDR) as a metric to evaluate the
performance of the system. Our simulation results show that
the proposed communication model can maintain a high packet
delivery ratio even in the presence of interference and fading.
The proposed system model can be useful in various applications,
such as agriculture, surveillance and disaster management, where
reliable communication between UAVs and ground base stations
is critical.

Index Terms—UAV, ground base stations, interference, fading,
PDR,

I. INTRODUCTION

Unmanned aerial vehicles (UAVs) have rapidly evolved in
recent years from their initial use in the military and aviation
industry to their current, rapidly expanding civilian applica-
tions in areas like industrial inspection, scientific research,
agricultural practice, security surveillance, emergency rescue,
entertainment, and more. The fifth generation (5G) wireless
network is currently being prepared for quick implementation,
and numerous studies and companies have been looking for
various models to accelerate this development and enhance
application situations [1]. As it can enable a variety of use
cases, including those suggested in the three main principle
application scenarios of the International Telecommunication
Union (ITU), UAV-aided 5G wireless has attracted a lot of
attention [2]. They are specifically massive Machine Type
Communications(mMTC), Ultra-reliable low latency commu-
nication(URLLC), and enhanced Mobile Broadband (eMBB).
For instance, UAV can be extremely helpful in managing other
emergency circumstances when uRLLC is needed, improving
public safety networks, or offering network service recovery
in a disaster-stricken area. In specific, UAV-assisted eMBB
can be seen as a crucial addition to the 5G cellular network,

which is anticipated to perform 1000 times more successfully
than 4G. It has been confirmed that the UAV-enabled 5G
communications design problems are more urgent than the
conventional 5G communications. This is primarily due to the
fact that a UAV-enabled 5G system requires more thorough
system designs that take into account several important essen-
tial factors, such as wireless communication system [3]. One
important aspect of UAV operations is communication, which
allows them to transmit data to a ground station or other UAVs.
However, UAV communication faces unique challenges, such
as limited bandwidth, high altitude, and mobility, which can
affect the quality of the communication link [4], [5].

The effectiveness of UAV-enabled communication has pre-
viously been examined in a number of studies, including
[6], [7]. In particular, a communication system that utilized
UAVs as intermediaries between ground endpoints and a
BS was explored in [6]. Through the management of the
UAV heading angle, a performance optimization method was
created in the same article. In [8], the co-channel interference
from aerial or ground interfering nodes has been taken into
account when analyzing the failure probability (OP) of UAV-
based communications for both LoS and non-LoS (NLoS)
connections.

Packet Delivery Ratio (PDR) is a commonly used metric
to evaluate the performance of communication systems. It
measures the proportion of successfully delivered packets
out of all the packets sent. In UAV communication, PDR
is particularly important as it can affect the reliability and
effectiveness of the mission. In this article, we will discuss
the use of PDR in evaluating UAV communication [9].

To evaluate UAV communication with PDR, we need to
consider several factors that can affect link quality. These
include the UAV altitude, speed, distance from the ground
station, and the presence of obstacles such as buildings or
trees. We also need to consider the type of communication
technology used, such as Wi-Fi, cellular, or satellite.

One study conducted by researchers evaluated the perfor-
mance of Wi-Fi communication between UAVs and a ground
station. The researchers measured the PDR for different UAV
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altitudes, ranging from 20 to 150 meters. They found that the
PDR decreased as the altitude increased, with a sharp drop
in performance beyond 100 meters. This was attributed to the
weakening of the Wi-Fi signal at higher altitudes in [10].

Another study conducted by researchers evaluated the per-
formance of cellular communication between UAVs and a
ground station. The researchers [11] measured the PDR for
different UAV speeds, ranging from 0 to 15 m/s. They found
that the PDR decreased as the speed increased, with a signifi-
cant drop in performance beyond 10 m/s. This was attributed
to the Doppler effect, which causes a shift in the frequency of
the cellular signal as the UAV moves [12].

The following is a description of the paper’s structure. The
system and channel models examined throughout this work are
presented in Section II. Section III describes a performance
study of specific scenarios and assumptions made about UAV
wireless communication systems. In Section IV, the simulation
results are presented and analyzed. Section V, concludes with
general conclusions based on the findings of this work.

II. SYSTEM MODEL

As depicted in Fig.1, We consider a network of N UAV that
are deployed to perform a specific task, such as surveillance or
monitoring. Each UAV is equipped with a wireless transceiver
that allows it to communicate with other UAVs and a ground
base station. The ground base station serves as a control
center for the UAVs and receives data from the UAVs. The
UAVs and ground base stations communicate using a wireless
communication channel. We assume that the communication
channel is subject to interference and fading due to various
factors, such as atmospheric conditions and obstacles in the
environment.

Each UAV is equipped with a wireless transceiver that
allows it to communicate with other UAVs and a ground
base station. The ground base station serves as a control
center for the UAVs and receives data from the UAVs. The
UAVs and ground base stations communicate using a wireless
communication channel.

During the communication, each UAV sends data to the
ground base station by transmitting a packet through the
wireless channel. The packet is then received by the ground
base station, and the ground base station sends data to the
UAVs by transmitting a packet through the wireless channel,
which is then received by the UAVs.

The communication channel is subject to interference and
fading due to various factors, such as atmospheric condi-
tions and obstacles in the environment. To ensure reliable
communication, the system parameters, such as transmission
power, packet size, transmission rate, and distance between
the UAVs and the ground base station, must be optimized. The
optimization aims to improve the packet delivery ratio (PDR),
which is the ratio of the number of successfully received
packets to the total number of packets transmitted.

A. Path Loss
The path loss is a simplified version of the Friis trans-

mission equation, which calculates the power received by a

Fig. 1. UAV to ground base station propagation.

receiver from a transmitter over a free space propagation path.
However, in a real-world environment, the propagation path is
not always free space, and there are other factors that affect
signal attenuation, such as obstacles, reflection, diffraction, and
absorption.

To model the path loss accurately, we need to use a more
complex path loss model that takes into account these factors.
There are several path loss models available in the literature,
such as the Okumura-Hata model [13], the [14], and the ITU-R
model [15]. The choice of the path loss model depends on the
characteristics of the environment, such as the frequency of
operation, the type of terrain, and the height of the transmitter
and receiver.

Here is an example of the Okumura-Hata path loss model:

path loss = A+Blog10(distance) + Clog10(frequency)

+D + F ∗ log10(h receiver).
(1)

where A, B, C, D, and F are constants that depend on the
type of environment, frequency, and height of the transmitter
and receiver.

Another example is the COST-231 path loss model:

path loss = A+Blog10(distance) + Clog10(frequency)

+Dlog10(h recevier) + Elog10(distance)

∗ log10(frequency)
(2)

where A, B, C, D, and E are constants that depend on the
type of environment, frequency, and height of the transmitter
and receiver.

the choice of the path loss equation depends on the spe-
cific characteristics of the environment and the frequency of
operation.

B. Path Loss and Large-Scale Fading Modeling

In the context of UAV communication, path loss refers to the
attenuation of the electromagnetic signal as it travels through
space between the transmitter (UAV) and the receiver (ground
base station). Large-scale fading, on the other hand, refers to
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the variability of the received signal power due to changes in
the environment such as obstacles, terrain, and weather.

Path loss and large-scale fading can be modeled using vari-
ous mathematical equations and models. The most commonly
used model for path loss is the Friis transmission equation,
which relates the received power to the transmitted power,
frequency, distance, and antenna gains. However, this model
assumes a free space propagation environment and does not
account for obstacles or reflections that can cause signal
attenuation.

To account for obstacles and reflections, other models such
as the Okumura-Hata model, the COST-231 model, and the
Extended Hata model are commonly used. These models take
into consideration factors such as the height of the antennas,
frequency, and distance between the transmitter and receiver.
Large-scale fading can be modeled using statistical models
such as the log-normal shadowing model, which assumes that
the received signal power follows a log-normal distribution.
This model accounts for the variability of the signal power
due to environmental factors such as terrain and obstacles.

Path loss and large-scale fading modeling are essential
for predicting the performance of wireless communication
systems, including UAV communication systems. Accurate
modeling of path loss and large-scale fading can help optimize
the system design and improve performance

III. PERFORMANCE ANALYSIS

In order to analyze the performance of UAV communication
with PDR, we can vary different system parameters such as
the number of UAVs, transmission power, interference level,
packet size, and transmission rate, and measure the resulting
PDR. By varying the parameters, we can optimize the system
for better performance.

• Number of UAVs: The simulation will involve a varying
number of UAVs.

• Transmission power of the UAVs: The UAVs will have a
fixed transmission power.

• Distance between UAVs and ground base station: The
distance between the UAVs and ground base station will
be randomly generated within a defined area.

• Interference level in the environment: The interference
level in the environment will also be randomly generated.

• Packet size: The packet size will be fixed for all UAVs.
• Transmission rate: The transmission rate will also be fixed

for all UAVs.
• Simulation time: The simulation will run for a defined

time. UAVs and ground base station
• positions: The positions of the UAVs and ground base

station will be randomly generated within a defined area.
Packet transmission and reception counters: The counters
will be initialized for each UAV. Path loss and fading
effects: The path loss and fading effects will be calculated
for each UAV and the ground base station.

By optimizing these parameters, we can improve the PDR
and enhance the reliability of the communication link between
UAVs and the ground base station. We use PDR as a metric to

evaluate the performance of the system. Equation (3) shows
the calculation of the PDR:

PDR =

∑
Total number of packets resieved∑
Total number of packets originated

(3)

The PDR is defined as the ratio of the number of successfully
received packets to the total number of packets transmitted;

IV. SIMULATION RESULTS

This section explains the results of average PDR vs. the
number of UAVs for different interference levels and trans-
mission powers.

Our simulation, Figs. 2, 3 and 4, results show that the
proposed communication model provides a reliable and ef-
ficient communication channel for UAVs. We observe that the
PDR increases with an increase in the transmission power of
the UAVs. We also observe that the PDR decreases with an
increase in the distance between the UAVs and the ground base
station. Furthermore, we observe that the PDR is affected by
the interference level in the environment. However, the system
is still able to maintain a high PDR even in the presence of
interference. Moreover, the PDR decreases with the increasing
number of UAVs, which could be attributed to factors such as
interference, limited bandwidth, or increased path loss. The
oscillations and non-regular patterns observed could be due
to the random nature of the channel or the varying distances
between the UAVs and their destination.
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Fig. 2. PDR vs. the number of UAVs N=50 .

V. CONCLUSION

Overall, these studies demonstrate the importance of evalu-
ating UAV communication with PDR. By measuring PDR, we
can gain insights into the performance of the communication
link and identify areas for improvement. This can help to
increase the reliability and effectiveness of UAV operations in
various applications. The recommended system model can be
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Fig. 3. PDR vs. the number of UAVs N=100.
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Fig. 4. PDR vs. the number of UAVs N=250

effective in a range of scenarios in which consistent commu-
nication between UAVs and ground base stations is essential,
including agriculture, monitoring and crisis management.
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Abstract—Knee bone segmentation is an essential task in
medical image analysis, as it can aid in the diagnosis and
treatment of knee-related diseases. In recent years, deep learning
for semantic segmentation has become a popular tool for this
purpose. In this study, we propose using three deep learning
models for knee image segmentation: U-Net, Attention U-Net,
and Attention Residual U-Net. To compare the performance
of these models, we used a dataset of knee MRI images and
preprocessed them using normalization and data augmentation
techniques. We trained the models using the Adam optimizer and
evaluated their performance using Jaccard and Dice coefficient
metrics. Our results demonstrate that the Attention Residual U-
Net outperforms both the U-Net and Attention U-Net models with
an Intersection over Union (IoU) of 91.71% on the test images.
This study demonstrates the effectiveness of light deep learning
models for image segmentation and highlights the potential of
the Attention Residual U-Net model for accurate and efficient
segmentation.

Index Terms—Semantic Segmentation, Knee bones, Medical
radiography images, U-Net, Attention U-Net, Attention Residual
U-Net.

I. INTRODUCTION

Knee-related diseases are a significant cause of pain and
disability worldwide. Accurate diagnosis and treatment of such
diseases require reliable and efficient analysis of knee images.
Automated image segmentation in the medical field is a critical
step in the analysis of medical images and it has been widely
studied by the community of image analysis as it allows for
the identification and localization of regions of interest. This
is why accurate and reliable methods are desired to improve
the efficiency of clinical work.

Knee image segmentation has been a challenging task
due to the complex and variable anatomy of the knee joint.
With the advancements of neural networks, such as (CNNs),
models can achieve performance levels comparable to those
of radiologists. This can greatly reduce the amount of work
required in image analysis tasks

Deep learning models have shown great promise in medical
image segmentation tasks, including knee image segmentation,
which can help in the diagnosis and treatment of knee joint
diseases. As a popular tool for this task, deep learning can
automatically learn to segment bone structures from medical
images. There are several popular deep learning models used
for medical image segmentation, such as U-Net, attention U-
Net, and attention residual U-Net. The U-Net model uses an

encoder-decoder architecture with skip connections to capture
both local and global information. Attention U-Net incorpo-
rates attention mechanisms to improve the model’s focus on
relevant features, while attention residual U-Net combines the
benefits of residual connections and attention mechanisms for
improved performance.

The U-Net architecture is a widely used model for im-
age segmentation, but recent advancements have led to the
development of new architectures that aim to improve its
performance, as for example; Huang et al. [1] proposed a
modified version of attention residual U-Net for slice-based
brain tumor segmentation, they used a dataset of 285 brain
images only. Caron et al. [2] made a segmentation of trabecular
bone microdamage using U-Net. Hwang et al. [3] proposed
a segmentation model for a small sample of adherent bone
marrow cells. Oktay et al. [4] have proposed an attention
U-Net model which has the ability to learn where to look
for the pancreas, and Ding et al. [5] also proposed a U-Net
architecture multi-scale convolutional network for pediatric
hand bone segmentation in X-Ray image. Attention U-Net
and attention residual U-Net are two such architectures that
incorporate attention mechanisms and residual connections to
improve the performance of U-Net. As Alom et al. when Jin
et al. [6] made detection early fractures which could be deadly
to elderly. Promising results have been published using these
models. However, there is still room for improvement, and
further research in future.

In this paper, we propose the use of U-Net, Attention U-Net,
and Attention Residual U-Net for knee image segmentation
and evaluate their performance on a knee dataset with a very
low number of parameters yet still remain a stabilized effi-
ciency. We compare the performance of these light modified
models and highlight their strengths and limitations. Our study
contributes to the growing body of literature on deep learning
models for knee image segmentation and provides insights into
their potential for clinical applications.

II. RELATED WORK

From the vast research papers in the literature, various
studies have focused on Knee image segmentation using deep
learning models. Do et al. [7] suggested a Multi-Level Seg-
U-Net Model with Global and Patch-Based X-ray Images for
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Knee Bone Tumor Detection. Liu et al. [8] proposed a multi-
level attention U-Net for knee bone and cartilage segmentation.
They used a dataset of 216 knee MRI images. Kulseng et al.
[9] uses 3D Knee MRI segmentation of a 46 participants and
landmark localization to diagnose and treat the fracture risk.

Attention mechanisms and Residual connections have also
been used in knee image segmentation to improve the models’
performance. Alom et al. [10] (2019) proposed a recurrent
residual U-Net with attention mechanisms for knee bone and
cartilage segmentation. They used a dataset of 70 knee MRI
images and achieved an average Dice coefficient of 0.90.
Wang et al. [11] (2020) proposed an attention U-Net with an
improved structure for knee bone and cartilage segmentation.
They used a dataset of 300 knee MRI images and achieved an
average Dice coefficient of 0.91.

Although these studies have shown promising results, there
is still a need for further research to explore the potential of
deep learning models for knee image segmentation. In this
paper, we propose the use of U-Net, Attention U-Net, and
Attention Residual U-Net for knee image segmentation and
compare their performance on a knee radiography dataset.

III. METHODS

A. Data collection and preprocessing

We used a dataset of 209 knee images from the Os-
teoarthritis Initiative (OAI) dataset [12]. The images were
preprocessed and augmented by variating the value of contrast
we ended having 450 image data, then we normalized the pixel
intensities to have zero mean and unit variance.

B. Model architecture

We implemented three deep learning models for knee image
segmentation: U-Net, Attention U-Net, and Attention Residual
U-Net using the Keras deep learning framework. We removed
the convolutions of 8x8xFN(Filter numbers) to reduce the
hyper-parameters from 33 million to less than 8 million and
then we made it trainable using low performance machines
which has only 4Gb of GPU’s VRam (Table I).

TABLE I
NUMBER OF PARAMETERS FOR THE THREE MODELS

Methods Epoch Filters Total Params

U-Net 50 64 7.79 Million
Att U-Net 50 58 7.6 Million
Att Res U-Net 50 50 5.92 Million

The U-Net model had an encoder-decoder architecture with
skip connections. The Attention U-Net model incorporated
attention mechanisms into the U-Net architecture. The Atten-
tion Residual U-Net model combined the benefits of residual
connections and attention mechanisms (Fig. 1).

Each model is an improvement from one another, for
example:

1) U-Net: The U-Net architecture was first introduced in
2015 by Ronneberger et al. [13] for biomedical image

Fig. 1. Different concepts used in the U-Net version

segmentation. U-Net is an encoder-decoder architecture
that consists of two main parts: the contracting path
(Fig.2 (1)) and the expansive path (Fig.2 (2)).

Fig. 2. The U-Net architecture

The contracting path is responsible for capturing the
context of the input image, while the expansive path
generates the segmentation mask. The contracting path
is made up of several convolutional layers, each followed
by a max-pooling layer.
The expansive path is composed of a series of up-
sampling layers followed by convolutional layers. Skip
connections between the contracting and expansive paths
help to preserve spatial information and improve the
segmentation results.

2) Attention U-Net: Attention U-Net was introduced in
2018 by Oktay et al. [4] as a modification of the U-
Net architecture (Fig.3). Attention U-Net incorporates
attention gates, which allow the network to focus on
relevant regions of the input image [10]. Attention
gates are added to the skip connections between the
contracting and expansive paths, and they use a sig-
moid activation function to generate a spatial map that
highlights important regions of the input image. This
attention mechanism helps to improve the accuracy of
the segmentation results by enabling the network to
selectively attend to the most informative regions of the
input image.
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Fig. 3. The attention U-Net architecture

3) Attention Residual U-Net: Attention Residual U-Net,
introduced in 2018 by Alom et al. [10], is a modification
of the U-Net architecture (Fig. 4) that integrates atten-
tion gates and residual connections to enhance network
performance. Residual connections enable the network
to learn residual mappings, which are added to the
output of convolutional layers to reduce the gradient
vanishing problem and improve the training process.
Attention gates are added to the residual connections
to selectively attend to relevant regions of the input
image. This combination of attention gates and residual
connections leads to improved performance compared to
both U-Net and Attention U-Net.

C. Training and Evaluation

We randomly splited the dataset into training (70%), vali-
dation (20%), and test (10%) sets. We used the training set to
train the models using the Adam optimizer with a learning rate
of 0.001 and a batch size of 2. We trained each model for 50
epochs and we used binary cross-entropy loss as the objective
function. and with different number of parameters for each
model (Table I). We evaluated the models’ performance on
the test set using the Dice coefficient (DSC) and the Jaccard
coefficient metrics.

IV. RESULTS AND DISCUSSION

The Attention Residual U-Net model outperformed the other
models in terms of both DSC (0.9653) and IoU (0.9171) on
the test set (Tab. II) unlike during the training and validation
process (Tab. III) which gave the lowest values but was more
efficient on test images. The U-Net model had a DSC of
(0.9631) and an IoU of (0.9138), while the Attention U-Net
model had a DSC of (0.9642) and an IoU of (0.9143). The

Attention Residual U-Net model showed better segmentation
of the knee bone and cartilage structures.

TABLE II
METRIC VALUES FOR THE TESTING RESULTS

Methods DSC IoU

U-Net 0.9631 0.913878
Att U-Net 0.9642 0.914375
Att Res U-Net 0.9653 0.917172

Our results demonstrate the potential of deep learning
models, particularly Attention Residual U-Net, for knee image
segmentation. The high performance of these models can help
clinicians in accurate diagnosis and treatment of knee-related
diseases.

TABLE III
TRAINING AND VALITATION METRIC RESULTS

Methods Accuracy Jaccard Dice

U-Net 0.971345 0.840333 0.912434
Train Att U-Net 0.970738 0.822617 0.901809

Att Res U-Net 0.971027 0.828688 0.905518

U-Net 0.970023 0.823511 0.902729
Val Att U-Net 0.970028 0.820267 0.900836

Att Res U-Net 0.970526 0.809791 0.894073

A. U-Net

The U-Net model achieved good performance with a Dice
coefficient of 0.9631 and an IoU of 0.9138 on the test set.
The model was able to segment the knee structures effectively
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Fig. 4. The Attention residual U-Net architecture

with only 7.79 million hyper-parameters, but it showed some
limitations in capturing fine details of the knee bone and
cartilage structures. This is likely due to the low training
epochs as well as the lack of attention mechanisms and
residual connections in the U-Net architecture.

Fig. 5. Graphic results for the loss, accuracy, Jaccard, and dice metrics during
the training process for the U-Net model

Figure 5 shows that the model starts with a high loss and
low accuracy, but quickly improves within the first few epochs.
By the 5th epoch, both the loss and accuracy have stabilized,
with the loss fixed at around 0.0029 and the accuracy at around
0.9713.

The Jaccard coefficient and dice coefficient started low
but improved quickly, reaching their max values by the 9th
epoch. There is a small dips in both metrics, but they quickly
recovered and continued to improve, with dice coefficient
reaching almost 0.92 by the final epoch.

It can be noticed that the validation metrics follow a similar
trend to the training metrics. However, the validation metrics
are consistently lower than the training metrics for Dice and
Jaccard, indicating that the model may be over-fitting to the
training data but accuracy clearly shows a good fit.

B. Attention U-Net

The Attention U-Net model performed better than the U-Net
model, achieving a DSC of 0.9642 and an IoU of 0.9143 on
the test set. The attention mechanisms in the model improved
the segmentation of knee structures by focusing on important
regions and suppressing irrelevant information. However, the
model still showed some limitations in capturing fine details of
the knee bone and cartilage structures, and that’s probably due
to the low epoch number and the lower number of parameters
which are around 7.6 million params (Table I).

Figure 6 shows that loss and accuracy quickly improved
within the first few epochs, and they reached their stability
values by the 9th epoch for around 0.008 and 0.964. The best
value reached by the Loss is at around 0.0028 and the accuracy
at around 0.9707. The Jaccard coefficient and dice coefficient
started reaching their max values by the 12th epoch with small
dives in both metrics, but they quickly recovered and continued
to improve, with dice coefficient reaching almost 0.91 by the
final epoch.

The graphs also show that the validation metrics follow
a similar trend to the training metrics (Table III). However,
the validation metrics are consistently lower than the training
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Fig. 6. Graphic results for the loss, accuracy, Jaccard, and dice metrics during
the training process for the Attention U-Net model

metrics for Dice and Jaccard, indicating that the model may be
over-fitting to the training data, but compared to the number
of parameters and filters which been used, the results are
satisfying.

C. Attention Residual U-Net

The Attention Residual U-Net model achieved the best
performance with a DSC of 0.9653 and an IoU of 0.9171
on the test set (Table II). The model’s residual connections
and attention mechanisms [10] improved the segmentation
of knee structures significantly by enabling the model to
capture fine details of the knee bone and cartilage structures.
The attention mechanisms in the model helped to highlight
important regions, while the residual connections allowed the
model to recover finer details of the segmented structures.

Figure 7 shows that loss and accuracy quickly improved
within the first few epochs reaching their stability by the 12th
epoch for around 0.006 and 0.967. The best value reached
by the Loss is around 0.0024 and the accuracy 0.9710. The
Jaccard coefficient and dice coefficient started reaching their
max values by the 14th epoch with few dives in both metrics,
but they quickly recovered and continued to improve, with
dice coefficient reaching almost 0.91 by the final epoch.

The graphs also show that the validation metrics follow a
similar way to the training metrics. However, the validation
metrics are also consistently lower than the training metrics
for Dice and Jaccard, indicating that the model may be over-
fitting to the training data, but accuracy validation graph shows
a good fitting compared to the gap in parameters and filters
with U-Net and attention U-Net.

Fig. 7. Graphic results for the loss, accuracy, Jaccard, and dice metrics during
the training process for the Attention Residual U-Net model

D. Comparison of the models

Our study demonstrates that deep learning models, particu-
larly Attention Residual U-Net, can achieve high performance
in knee image segmentation. The use of residual connections
and attention mechanisms improved the models’ performance
compared to the traditional U-Net model. Our results are
consistent with previous studies that have reported the benefits
of attention mechanisms and residual connections in knee
image segmentation (Alom et al. [10]; Chen et al. [16]; Hwang
et al. [3]).

Fig. 8. Original Image and its corresponding mask

The high performance of the Attention Residual U-Net
model can help clinicians in accurate diagnosis and treat-
ment of knee-related diseases. Accurate segmentation of knee
bone and cartilage structures can aid in the detection of
abnormalities and assist in surgical planning. The use of
deep learning models can also reduce the need for manual
segmentation, which is time-consuming and prone to inter-
observer variability. However, our study has some limitations.
First, we used a relatively small dataset of knee radiography
images with its corresponding masks (Fig. 8). Second, we only
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evaluated the models’ performance on knee bone and cartilage
segmentation. Future studies could investigate their potential
for segmentation of other knee structures, such as ligaments
and tendons. Third, We only reduced the number of parameters
to be capable of running on low performance machines with
the highest possible efficiency. Further studies will focus on
reduce the minimum required performances more with even
higher efficient segmentation.

Fig. 9. The predicted masks of the three models, (A) Prediction of the U-Net
model, (B) Prediction of the Attention U-Net model, (C) Prediction of the
Attention Residual U-Net model.

Overall, the Attention Residual U-Net model outperformed
the other models, demonstrating the importance of attention
mechanisms and residual connections in knee image segmen-
tation. The U-Net and Attention U-Net models showed good
performance, but their limitations in capturing fine details (Fig.
9) of the knee structures suggest that they may not be suitable
for more complex segmentation tasks.

V. CONCLUSION

In summary, U-Net is a popular architecture for image
segmentation, but recent advancements have led to the devel-
opment of new models that aim to improve its performance.
Attention U-Net incorporates attention gates to selectively
attend to relevant regions of the input image, while Attention
Residual U-Net incorporates both attention gates and residual
connections to further improve the performance of the net-
work. These newer models have shown improved performance
compared to the original U-Net architecture and are therefore
worth considering for image segmentation tasks. Our study
shows that Attention Residual U-Net is a promising model for
knee image segmentation. Further research is needed to ex-
plore their potential for clinical applications and to investigate
their performance on larger datasets.
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Abstract—The Coronavirus 2019 (COVID-19), is a viral disease
that often causes pneumonia in humans. This virus impacts
different parts of body depending on patient’s immune system.
This infection was first reported in Wuhan city of China in De-
cember 2019. After that, it became a global pandemic. Artificial
intelligence models have been helpful for successful analyses in
the biomedical field. Therefore, this study proposes the detection
of COVID-19 from X-ray images using a deep learning model,
which is a sub-branch of artificial intelligence. The proposed
method is developed to serve as an accurate diagnostics for 2
class classification (i.e. COVID and Normal). The experimental
results show high accuracy, thus, the proposed deep learning
method could be employed as an initial detection tool to assist
the radiologists in fast and accurate diagnosing of COVID-19
cases.

Index Terms—Deep learning, Machine learning, AI, COVID-
19, Classification.

I. INTRODUCTION

Coronavirus (COVID-19) is one of the most deadly and
dangerous diseases in the world. Recently, the first case of
COVID-19 was identified in Wuhan, China [1].The World
Health Organization declared COVID-19 an international pub-
lic health emergency on January 30, 2020 [2].The whole
world is facing more than 14.78 million cases. In total, nearly
3,124,726 deaths have been recorded [3].COVID-19 diagnostic
systems take time and people spread the virus without even
realizing they are truly infected.Viral pneumonia is also caused
by a virus, but COVID-19 pneumonia spreads rapidly through
the lungs, causing significant damage to lung cells [4-6].Thus,
an accurate test method is needed because the inability to
detect people with COVID-19 can delay treatment, increasing
the risk of spreading COVID-19 infection to others.To date, the
real-time reverse transcription polymerase chain reaction (rRT-
PCR) test is the best test method for characterizing MERS-
CoV [7].RT-PCR can identify CoV-2 RNA from respiratory
samples (oral or oral swabs).However, the sensitivity of the
RT-PCR test is overshadowed by the limited accessibility of
the test kit and the time required for the test result, which

usually takes a few hours to one or two days[8].Several
researchers have tried to develop an alternative method for
rRT-PCR, such as experiments on radiographic images. Their
analysis shows that COVID-19 chest x-ray and CT data have
unique properties such as the opacity of frosted glass.However,
manual scanning of these radiographs takes time. Researchers
seek to develop effective COVID-19 detection systems using
deep neural networks and machine learning techniques.

In this paper, a deep-learning COVID-19 detection system
that contributes to the automatic detection of coronavirus
disease using chest x-ray images is proposed, and a deep
CNN model is proposed to extract distinct features and a high
level of X-rays.images across a COVID-19 Limited dataset,
the model is evaluated using a sufficient number of COVID-
19 images. The proposed system can make a significant
contribution to the effective diagnosis of COVID-19 in the
medical field.

II. MATERIAL AND METHODOLOGY

This section presents the step-by-step methodology needed
to develop predictive models to predict future cases of COVID-
19. The model requires COVID-19 data such as confirmed
cases and recovered cases as input to predict future data
corresponding to a specified time period. From the obtained
data, a data cleaning and normalization process is performed to
remove unwanted fields. The feature is extracted by selecting
the dependent and independent variables from the data.The
proposed models actively learn real-time data from current
COVID-19 observations to predict future outbreaks.

A. Dataset description

As we work with datasets, the machine learning algorithm
runs in two steps. We generally divide the data between 20%
and 20% between the testing and training phases. As part of
supervised learning, we divide the data set into training data
and test data in Python ML.

The proposed model was formed and tested on a pooled
dataset, which consists of chest x-ray images taken from two978-1-6654-8042-0/22/$31.00 ©2022 IEEE
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Fig. 1. (a) X-ray images of COVID-19, (b) normal state.

TABLE I
SUMMARY OF PARTITIONING THE DATASET INTO THREE SETS.

Dataset COVID-19 Normal Total
Training 920 1108 2028
Testing 200 235 435
Validation 200 235 435
Total 1320 1578 2898

different sources to diagnose COVID-19. This combination
makes our model more reliable and less sensitive to bias.
The source of the dataset is: Chest x-ray images of COVID-
19 patients were obtained from the Kaggle COVID-19 X-ray
database created by researchers at the University of Dhaka and
the University of Qatar, as well as clinicians and collabora-
tors.This database is constantly being updated, so the number
of images available in these repositories may change in the
future. This dataset contains 1,320 COVID-19 chest x-rays.The
second source of chest X-rays was obtained from the Kaggle
Repository and contains 1578 chest X-rays. After obtaining
a balanced data set.The dataset was mixed and divided into
learning sets, test sets and DBAs. Of these, 50% of the images
are used for training purposes, 25% of the images are for
testing purposes and 25% are validation images.The data was
separated into 3 groups: 2028 drive images, 435 check images
and 435 test images. Table 1 illustrates this division. Figure 1
shows some typical images of these classes.

B. transfer learning

Recent research has revealed the widespread use of deep
CNNs, which provide groundbreaking support for many clas-
sification problems.In general, deep CNN models require a
large amount of data to achieve good performance. A common

challenge associated with the use of such models is the lack
of training data.In fact, collecting a large volume of data is a
tedious task and no effective solution is available at present.
Therefore, the problem of smaller data set is currently solved
by using TL technology [9-10],which is very effective in solv-
ing the problem of lack of training data.The TL mechanism
involves training a CNN model with large amounts of data. In
the next step, the model is refined to train on a small set of
demand data.Example The student-teacher relationship is an
appropriate way to illustrate transformational leadership. The
first step is to gather detailed knowledge on the subject[11]
Then the teacher introduces a ”training course” by imparting
information in a ”series of lectures” over time. Simply put, the
teacher conveys the information to the student.In more detail,
the expert (teacher) imparts knowledge (information) to the
learner (student). Similarly, the DL network is trained using
a huge amount of data, and it also learns biases and weights
during the training process.These weights are then transferred
to different networks for recycling or testing of a new similar
model. So the new model is pre-enabled for strength training
rather than requiring training from scratch[12].

C. The architecture of a CNN convolutional neural network

It is a deep learning method that can be used for various
tasks, such as object detection, image classification, and other
computer vision-related tasks.It showed better performance
than traditional machine learning methods. Recently, many re-
searchers have started using deep learning models to diagnose
suspected COVID-19 infections.These models show much bet-
ter results. However, the main drawback is that these models
still suffer from processing issues, large number of parameters,
usually require a lot of training time and are expensive in
real-world applications.The main impetus for developing our
shallow CNN architecture is to classify COVID-19 patients
based on chest X-ray images while reducing detection time
and maintaining high accuracy.The main advantage of this
network is its simple and light structure with fewer parameters
compared to other models. This greatly reduces computational
costs and avoids the possibility of overfitting. As a result,
this model can run quickly on low-performance computers.In
this section, we propose a six-layer shallow CNN architecture
to classify COVID-19. Figure 2 shows the proposed shallow
CNN architecture. Our proposed model is based on five
components, namely convoluted layer, grouping layer, dense
layer, flat layer and activation function.

D. Proposed method architecture

In this study, we used the publicly available dataset of X-ray
images of Covid-19. Since these X-ray images were available
at different sizes and resolutions, we uniformly resized them to
224×224.We prepared a master model and added pre-learning
models such as VGG16, VGG19, RESNET50 and InceptionV3
to get results regarding accuracy, recall, loss and accuracy
in the chart. The proposed model is inspired by the work
of Şahinbas and Katak . Figure 3 shows the structure of the
proposed model and its steps are presented below:
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Fig. 2. CNN architecture for the classification of COVID-19 patients.

Step 1: Image Acquisition Initially, x-ray images of Covid-
19 patients and non-Covid-19 patients were collected from
publicly available sites such as GitHub and Kaggle

Step 2: Refresh data After downloading the dataset, we
extracted and collected the labels. All images have been
converted from BGR to RGB channels, then resized to 224 x
224. Remember that the purpose of these layers is to filter the
image by keeping only distinct information such as atypical
geometries.

Step 3; Hot encoding was done on the labels using Label-
Binarizer, a Scikit-Learn class that takes input as categorical
data and returns an array of Numpy[15].

Step 4; Split and augment the dataset. In this step, the
dataset is split into two parts “training” and “testing” with
80% and 20%.

Step 5: Launch of the base model Then we configured the
base model with several pre-driven models such as VGG16,
VGG19, RESNET50 and ICCECPEV3. However, neither the
top of the model nor its head were loaded.

Step 6 Creating the form header. In this step, we have
created the basic form header and attached it to the top of
the form. (a) The main model starts with the output of the
root/base model (b) The average assembly size 4 x 4. is
applied. (c) Next, the head model is flattened (d) The dense
layer 64 is applied to the head model with the ”relu” activation
layer (g) A sedimentation layer at a rate of 0.5 is applied to
the head model to avoid over processing (e) Finally, a dense
layer of size 2 is applied due to binary classification with soft
max activation function. When setting up the head model, the
base model is placed at the bottom with the head model at
high. The complete model was then ready for training.

Step 7:Compilation of the model. Then, the model was
compiled using the ADAM optimizer, a combination of the
Ada rad and RMSProp algorithms which provides better
optimization for noisy data .The initial learning rate selected
was 0.001.

Step 8:The model was trained with 25 epochs and 32 lot
sizes on 80% of the data.

step 9:Then the model is tested on the remaining 20% of
the dataset and gets the desired results for precision, recall,
F1 score, specificity, sensitivity, etc.

III. RESULTS AND DISCUSSION

In this section, various experiments were performed on
the dataset to test the effectiveness of the proposed deep

Fig. 3. the architecture of the proposed model.

learning models. We performed a comprehensive empirical
analysis on X-ray images to predict COVID-19. All models
were individually prepared and trained as described above.
The proposed work is implemented using Keras package with
Python and TensorFlow. The experiment was conducted at
the Google Colaboratory using a 16 GB Tesla P100 - PCIe
graphics card, a 2.4 GHz Intel Core i5 processor, 16 GB of
RAM and a hard drive of 128 GB.

A. Confusion Matrix

Machine learning involves feeding an algorithm with data
so that it learns on its own to perform a particular task.In clas-
sification problems, it predicts the results that must be com-
pared to reality to measure the degree of its performance.We
usually use the confusion matrix, which is a summary of the
prediction results for a classification problem.The correct and
incorrect predictions are highlighted and divided by class. The
results are compared to the actual values. Confusion matrix
technology helps measure machine learning classification per-
formance.With this type of model, you can label the model and
classify it with known actual values in the test data set and
others for validation.This is a method to correctly visualize the
number of samples from each label that has been predicted.The
beauty of the confusion matrix is that it actually allows us
to see where the model has failed and where the model is
succeeding, especially when labels are unbalanced.In other
words, we can see beyond the precision of the model. This
matrix helps to understand how confusing the classification
model can be when making predictions.This not only allows
us to know what mistakes were made, but especially what
kind of mistakes were made.Users can analyze it to determine
results that indicate how errors occurred.In addition to machine
learning, confusion matrices are also used in statistics, data
mining and artificial intelligence. They enable faster analysis
of statistical data and facilitate the decoding of results via
data visualization. They offer the possibility to analyse errors
in statistics, data mining or medical examinations.
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B. Classification performance masures

The performance of DL models in determining COVID-
related outcomes19 were assessed using various assessment
tools and performance measurement is very important to assess
the performance of deep learning classification models.Once
the training phase was completed, the performance of each
model of the test data set was evaluated and compared on
the basis of performance measures.It is not enough to have
only one result to determine the accuracy. So we used other
metrics like. Accuracy, Precision (PPV), Specificity, Sensitiv-
ity or Recall, F1 score, these four measurements are normal
measurements used in machine learning for classification
analysis.The above measures are evaluated using a confusion
matrix of four terms: true positive (TP), false positive (FP),
true negative (TN) and false negative (FN). All measurements
are specified below:

Accuracy:This metric is the most important to evaluate the
DL classification.

Accuracy =
(PT + TN)

TP + TN + FP + FN
(1)

Precision:It is a measure of precision, calculated by dividing
the correct positive predictions (identified as true positives) by
the number of all positive predictions.

Precision =
TP

TP + FP
(2)

Sensitivity, Recall:Perfection is measured, calculated by di-
viding the number of true positives by the number of true
positives

Recall =
TP

TP + FN
(3)

Specificity:It is calculated by dividing the number of true
negatives by the total number of negatives in the data.

Recall =
TN

TN + FN
(4)

F1-score :It is a combination of recall and model accuracy
that gives a better measure of misclassified cases

F1 =
2(Precision ∗ Sensitivity)
(Precision+ Sensitivity)

(5)

PT: This is when the model correctly predicts the positive
class. Here, the positive class refers to a patient with COVID-
19.

TN: This is when the model correctly predicts the negative
class. Here, the negative class refers to a patient NOT suffering
from COVID-19.

FP (Type 1 error): when the model incorrectly predicts the
positive class. Predicts a patient with COVID-19 but not true.

FN (type 2 error): when the model predicts the negative
class incorrectly. Predicts that a patient is NOT suffering from
COVID-19 but this is not true

Fig. 4. the confusion matrix.

TABLE II
MODEL-BASED PERFORMANCE EVALUATION

precision real 1-score support
COVID+ 0.47 0.50 0.49 36
COVID- 0.47 0.44 0.46 36
Accuracy 0.47 72
Macro avg 0.47 0.47 0.47 72
Weightedavg 0.47 0.47 0.47 72

C. Evaluation and analysis of results

The Confusion Matrix displays 20 of the 38 COVID-
19 images included in the normal category and 18 of the
34 normal (non-COVID-19) images classified as COVID-19.
Using a confusion matrix, we obtained the other measurements
of precision, recall, F1 score, sensitivity and specificity. Avg
macro mean For a multi-class classification problem, in ad-
dition to class recall, precision and f1 results, we check the
macro mean, weight, precision and f1 scores for the entire
model. These scores help select the best model for the task
at hand. In the above confusion matrix, if we average the
precision column, we get 0.47 as shown

D. Differences between micromean and macromean

The calculation and interpretation of these averages varies
slightly. Regardless of the scale used, the overall average aver-
ages after calculating the scale, regardless of the categories. On
the contrary, the partial average will take into account the con-
tributions of each category to calculate the average of the scale.
In a multi-category ranking, this approach is often favoured
when an imbalance between categories (number, importance,
etc.) is suspected.Table 2 shows the model performance score
for each of the VOC+ and VOC-classes, the classifier shows
an accuracy of 47%, a recall of 50% and a F1 score of 49%
For VOC+ cases, it has an accuracy of 47%, an accuracy of
44%, a 44% and 46% F1 grade recall for normal cases (VOC-
). The formation results of the proposed models are recorded
and presented in the diagram Figure 5.The orange curve is
for verification (valdation) and the blue curve is for formation
(Accuracy, loss).

Loss : 0.1457 valloss: 0. Accuracy : 0.9622 valaccuracy :
0.9588 (A) It shows that the amount of training losses de-
creases rapidly, with an average of about 0.13.During the first
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Fig. 5. Graphs of (A) loss and validation loss and (B) accuracy and validation
loss.

5 epochs and has continued to decline until I reach almost
zero after 8 epochs. As for the rate of losses between tests, its
decrease was less severe, which is normal because the data that
tested the proposed model were new data. (B) For the precision
plot, we have marked a convergence of drive accuracy of
0.96% and a test of 0.95%, it is clear that the proposed
model can be generalized, since the plot has a slight difference
between drive accuracy and tests, This is a good indication of
the effectiveness of the proposed model. The results show that
the (accuracy) accuracy reaches 96% and the validation loss
(valloss) is reduced to 0.13, which is the culmination. This
can be considered a good sign for good classification results,
especially in the area of medical diagnosis

IV. CONCLUSION

COVID-19 has caused a serious negative impact on our
daily lives ranging from public health systems to the global
economy. Individuals infected with COVID-19 are more likely
to suffer damage to the lungs which may later lead to death.
This study aimed to identify individuals with COVID-19,
by employing non-clinical approaches, specifically, artificial
intelligence techniques have been adopted for this purpose
through X-ray images. The proposed model is capable of
providing accurate diagnostics for 2 class classification (i.e.
COVID and Normal). In future, we aim to evaluate the
proposed deep learning technique by taking into consideration
more datasets as well as tuning some existing deep neural
network configurations like MobileNet.
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Abstract—This paper addresses the problem of Acoustic Echo 

Cancelation (AEC) by adaptive filtering algorithms. In this paper, 

we propose to integrate a Double Talk Detection (DTD) based on 

Normalized Cross Correlation (NCC) into Fast Normalized Least 

Mean Square (FNLMS) algorithm. The proposed algorithm shows 

an improvement of the convergence speed. Simulation results have 

confirmed the good behavior of the proposed structure to cancel 

acoustic echo in case of a real impulse response which is car cabin. 

Keywords—Acoustic Echo Cancellation, adaptive filtering, Fast-

NLMS, Double Talk Detection. 

I. INTRODUCTION  

Acoustic echo cancellers are used to suppress acoustic 

echoes [1] in modern communication systems. An acoustic echo 

canceller (AEC) is generally implemented by an adaptive finite 

impulse response (FIR) filter as illustrated in Fig. 1. The 

presence of the near-end speech makes the adaptation of the echo 

cancellation filter problematic. A strong near-end speech acts as 

a large disturbance to the adaptive filtering algorithm and may 

cause the echo cancellation filter to diverge [2]. It is for this 

reason that the update of the echo cancellation filter should be 

turned off when near-end speech is detected. An algorithm that 

detects the presence of near-end speech is called a double talk 

detector (DTD). 

 
Fig.1. Basic AEC model 

 

Several methods of double-talk detection have been proposed in 

the literature. Such as, a level energy based DTD: the well-

known Geigel algorithm, presented in [3],uses an amplitude 

comparison between near-end and far-end speech signals, and a 

method based on the signal envelope is presented in [4], Holder 

inequality based method is presented in [5]. DTD using 

coherence is developed in [6], also, methods based on cross-

correlation (CC) and normalized cross correlation (NCC) 

algorithms are proposed in [7]-[8]. 

II. ACOUSTIC ECHO CANCELLATION SYSTEM 

The principle of an echo cancellation is shown in Fig.2. the 
echo signal received on the microphone is obtained by the 
convolution between the room impulse response h(n) and the 
input signal x(n), then the echo signal is: 

𝑦(𝑛) = 𝐡T𝐱(𝑛)                                 (1) 

 

Where               𝐡 = [ℎ0 ℎ1 , … , ℎ𝐿−1]                             

L is the length of the echo path, the superscript denotes 
transpose of a vector 

  𝐱(𝑛) = [𝑥(𝑛) 𝑥(𝑛 − 1), … … , 𝑥(𝑛 − 𝐿 + 1)]𝑇  is the 
vector contains the last L samples of the far-end speech signal 
𝑥(𝑛) . The desired signal is:  

𝑑(𝑛) = 𝑦(𝑛) + 𝑠(𝑛) + 𝑣(𝑛)                     (2) 

where 𝑠(𝑛)  is the near-end speech signal and 𝑣(𝑛)  is the 
background noise. 

 

Fig.2. Principle of echo cancellation 

𝐰(𝑛) is a finite impulse response (FIR) filter. The FIR filter 
coefficient 𝐰(𝑛) should be identical with the impulse response 
𝐡(𝑛) .  
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A. Adaptive filtering 

The estimated echo  𝑦̂(𝑛) is created by the convolution of the 
coefficient vector of adaptive filter 𝐰(𝑛) =
[𝑤0(𝑛) 𝑤1(𝑛) , … … , 𝑤𝐿−1(𝑛)] , with the received input signal 
𝐱(𝑛). The estimated echo is: 

𝑦̂(𝑛) = 𝐰𝑇(𝑛 − 1)𝐱(𝑛)                           (3) 

The adaptive algorithms enable filter ℎ(𝑛) to be estimated 
by 𝐰(𝑛) using a priori estimation error, is written, for each n: 

𝑒(𝑛) = 𝑑(𝑛) − 𝑦̂(𝑛)                             (4) 

The filter is updated at each instant by feedback of the 
estimation error proportional to the adaptation gain, denoted as 
𝐠(𝑛), and according to: 

𝐰(𝑛) = 𝐰(𝑛 − 1) + 𝐠(𝑛)𝑒(𝑛)                  (5) 

The different adaptive algorithms are differentiated by the 
adaptation gain calculation. 

The LMS algorithms derived from the gradient [9], based on 
the minimization of the mean-square error. For the Normalized 
LMS (NLMS) algorithm, the adaptation gain is given by: 

𝐠(𝑛) =
𝜇

𝐿𝜋𝑥(𝑛)+𝑐0
𝐱(𝑛)                              (6) 

where  𝜇  is the adaptation step and 𝑐0  is a small positive 
constant used to avoid division by zero in absence of the input 
signal and 𝜋𝑥(𝑛) is the power of input signal.  

The RLS algorithm, for which minimizes a deterministic 
sum of squared errors [9]. 

Fast versions of these algorithms are derived from the RLS 
by using forward and backward linear prediction analysis over 
the signal 𝐱(𝑛), the adaptation gain is given by : 

𝐠(𝑛) = 𝛾(𝑛)𝐜(𝑛)                                     (7) 

The variables 𝛾(𝑛) and 𝐜(𝑛) indicate respectively the 
likelihood variable and normalized Kalman vector. 

Recently, a new adaptive algorithm with fast convergence 
and low complexity is proposed [10]. This algorithm FNLMS 
derived from the FRLS algorithm where the adaptation gain is 
obtained by discarding completely the forward and backward 
predictors. Thus, in this algorithm, we proposed a simplified 
adaptation gain: 

[
𝐜̃(𝑛)
𝑐(𝑛)

] = [
−

𝜀(𝑛)

𝜆𝛼(𝑛−1)+𝑐0

𝐜̃(𝑛 − 1)
]                      (8) 

where  𝜀(𝑛) is the prediction error and 𝛼(𝑛) is the forward 
prediction error variance. 

𝜀(𝑛) = 𝑥(𝑛) − 𝑎(𝑛)𝑥(𝑛 − 1)                        (9) 

where  𝑎(𝑛) is the prediction parameter and it is estimated 
by the following equation : 

𝑎(𝑛) =
𝑟1𝑥(𝑛)

𝑟0𝑥(𝑛)+𝑐𝑎
                                 (10) 

where 𝑟1𝑥(𝑛 ) is an estimate of the first lag correlation 
function of 𝑥(𝑛), 𝑟0𝑥(𝑛) an estimate of the input signal power 
and 𝑐𝑎 is a small positive constant used to avoid division by 
zero. The forward prediction error variance is now evaluated 
by: 

𝛼(𝑛) = 𝜆𝛼(𝑛 − 1) + 𝜀2(𝑛)                           (11) 

B. Double talk-detection 

In Acoustic Echo Cancellation, the most difficult problem is to 

handle with the situation of Double-talk presence. Double-talk 

occurs when far-end and near-end talk at the same time, as a 

result, the far-end speech signal is corrupted by near-end signal. 

To solve this problem, one introduces the Double-talk Detector. 

The task of DTD is freezes the adaptation step during filtering 

algorithm in case of near-end speech present to avoid the 

divergence of adaptive algorithm. Without DTD, when the near-

end talking would make the system estimation process fail and 

produce extremely erroneous results. Typically, the DTD 

calculates a variable decision  𝜉(𝑛), and double-talk is declared 

if is lower than a given threshold value T [11]. The optimum 

variable decision 𝜉(𝑛)  for double-talk detection will behave as 

follows:  

➢ If  𝑠(𝑛) = 0 (double talk is not present), 𝜉(𝑛) ≥ 𝑇. 

➢ If  𝑠(𝑛) ≠ 0 (double talk is present),  𝜉(𝑛) < 𝑇. 
 

The control of the adaptive filter by DTD is defined as:  

𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = {
𝜉(𝑛) ≥ 𝑇 , 𝐷𝑇𝐷 = 0 , 𝑢𝑝𝑑𝑎𝑡𝑒 𝑓𝑖𝑙𝑡𝑒𝑟 𝑐𝑜𝑒𝑓𝑓
𝜉(𝑛) < 𝑇 , 𝐷𝑇𝐷 = 1 , 𝑓𝑟𝑒𝑒𝑧𝑒 𝑎𝑑𝑎𝑝𝑡𝑎𝑡𝑖𝑜𝑛

 

Geigel is one of the most popular algorithms of DTD, which 

compares the magnitude of the microphone signal with the 

recent history of the far-end signal, where the variable decision 

of this latter is defined as: 

𝜉𝐺(𝑛) =
max{|𝑥(𝑛)|,….,|𝑥(𝑛−𝐿+1)|}

|𝑑(𝑛)|
                 (12) 

A method of DTD based on a Cross-Correlation (CC) between 

the far-end and error signals is proposed in [12]. Moreover, 

approximate versions, such as a Normalized Cross-Correlation 

method (NCC) are developed in [13] [14]. This method 

calculates a variable decision 𝜉𝑁𝐶𝐶(𝑛) which is defined by: 

𝜉𝑁𝐶𝐶(n) = 1 −
𝑟̂𝑒𝑑

𝜎̂𝑑
2                                (13) 

where 𝑟𝑒𝑑 = 𝐸{𝑒(𝑛)𝑑(𝑛)} is the cross-correlation between 

𝑒(𝑛) and 𝑑(𝑛) . 𝐸{. } denotes the mathematical expectation and 

𝜎𝑑
2 is the variance of 𝑑(𝑛). 

This variable decision is based on the estimates 𝑟̂𝑒𝑑  and 𝜎̂𝑑
2 

where are found using the recursive form [15]: 

𝑟̂𝑒𝑑(𝑛) = 𝜆𝑟̂𝑒𝑑(𝑛 − 1) + (1 − 𝜆)𝑒(𝑛)𝑑(𝑛)          (14) 

𝜎̂𝑑
2(𝑛) = 𝜆𝜎̂𝑑

2(𝑛 − 1) + (1 − 𝜆)𝑑(𝑛)𝑑(𝑛)           (15) 

where 

    𝜆 is the exponential weighting factor 𝜆 < 1 𝑎𝑛𝑑 𝜆 ≈ 1)  

 

III. THE STUDIED DTD FOR AEC 

In this section, we propose to use the Fast-NLMS type adaptive 

algorithm with DTD, the method used in this article is known 

as Normalized Cross-correlation technique. It is based on the 
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calculation of the estimates using the exponential recursive 

weighting algorithm to obtain the values of the cross-correlation 

( 𝑟𝑒𝑚 ) between error signal and microphone signal and the 

variance (𝜎𝑚
2 ) of the microphone signal, then to achieve the 

decision statistic (𝜉𝐷𝑇𝐷) from these values. Finally, we compare 

this value to the threshold (T) to make the decision of Double-

talk Detector in case of double talk. 

Because of the convergence time of the adaptive filter, we must 

setup the first time (DTDbegin) when the Double-talk Detector 

start working. 

The proposed algorithm is demonstrated in the table below: 

 

TABLE I: 

Fast-NLMS with DTD based on NCC 

 

Initialisation: 

L=length(h); 

𝐰(0) = 𝐜̃(0) = 0, 𝛾(0) = 1, 𝑟1(0) = 0, 
𝛼(0) = 𝑟0(0) = 𝐸0 where 𝐸0 is an initialization 

constant. 
T=0.92;        Set the threshold 

𝜆𝐷𝑇𝐷 = 0.95;    to calculate decision statistic 

DTDbegin=20000;   time to activate DTD 

𝑑(𝑛) = 𝑦(𝑛) + 𝑠(𝑛) + 𝑣(𝑛); 
For each instant of time n=1,2… 

Prediction error: 

𝑟1(𝑛) = 𝜆𝑎𝑟1(𝑛 − 1) + 𝑥(𝑛)𝑥(𝑛 − 1) 

𝑟0(𝑛) = 𝜆𝑎𝑟0(𝑛 − 1) + 𝑥2(𝑛) 

𝑎(𝑛) =
𝑟1(𝑛)

𝑟0(𝑛) + 𝑐𝑎
 

𝜀(𝑛) = 𝑥(𝑛) − 𝑎(𝑛)𝑥(𝑛 − 1) 

𝛼(𝑛) = 𝜆𝛼(𝑛 − 1) + 𝜀2(𝑛) 

Adaptation gain : 

[
𝐜̃(𝑛)
𝑐(𝑛)

] = [
−

𝜀(𝑛)

𝜆𝛼(𝑛 − 1) + 𝑐0

𝐜̃(𝑛 − 1)

] 

𝛿(𝑛) = 𝑐(𝑛)𝑥(𝑛 − 𝐿) +
𝑥(𝑛)𝜀(𝑛)

𝜆𝛼(𝑛 − 1) + 𝑐0
 

𝛾(𝑛) =
𝛾(𝑛 − 1)

1 + 𝛾(𝑛 − 1)𝛿(𝑛)
 

Filtering Part: 

𝑒(𝑛) = 𝑑(𝑛) − 𝑤𝑇(𝑛 − 1)𝑥(𝑛) 

--------------------- NCC for DTD-------------------------------- 

threshold(n)=T; 

if  DTDbegin>=n  then start updating filter coefficients  

else compute  

              𝑟̂𝑒𝑑(𝑛) = 𝜆𝑟̂𝑒𝑑(𝑛 − 1) + (1 − 𝜆)𝑒(𝑛)𝑑(𝑛) 

𝜎̂𝑑
2(𝑛) = 𝜆𝜎̂𝑑

2(𝑛 − 1) + (1 − 𝜆)𝑑(𝑛)𝑑(𝑛) 

 

             𝜉𝑁𝐶𝐶 = 1 −
𝑟̂𝑒𝑑

𝜎̂𝑑
2  

 if  𝜉𝑁𝐶𝐶> threshold  

     𝜇 = 1 ,  update filter coefficients. 

end 

----------------------------------------------------------------------- 

𝐰(𝑛) = 𝐰(𝑛 − 1) − 𝜇𝑒(𝑛)𝛾(𝑛)𝐜̃(𝑛) 

 

From Table 1, we can see that the proposed algorithm updates 

the adaptive filter when double talk is not detected (i.e 𝜉𝑁𝐶𝐶> 

threshold) and stop the adaptation when the double talk is 

detected to prevent the adaptive filter from divergence. 

 

Mean Square Error (MSE) : 

The purpose of the adaptive filter is minimizing the Mean Square 

Error MSE: 

𝑀𝑆𝐸(𝑑𝐵) = 10𝑙𝑜𝑔10(𝐸{|𝑒(𝑛)|2}) 

Therefore, the values and graph of this quantity will be essential 

to evaluate the performance of the adaptive filter. If the adaptive 

algorithm works well, after convergence time, the value of MSE 

should be reduced gradually to zero (for the case of no near-end 

signal). 

 

IV. SIMULATION RESULTS 

We used in our simulation two different types of input signals. 

The first one is a stationary correlated noise, with a spectrum 

equivalent to the average spectrum of speech. It is usually called 

USASI (USA Standards Institute, now ANSI) noise in the field 

of acoustic echo cancellation. Since in real situation the input 

signal is nonstationary, we also ran the algorithm on a second 

signal, which is a typical speech signal. These two signals, 

sampled at 16 kHz, are filtered by two impulse responses to 

obtain the desired signals. The first impulse response, represents 

a low-pass filter of size 32, and the second represents a real 

impulse response measured in a car and 

truncated to N = 256 samples. 

 
Fig.3.the used signals x(n):USASI noise , s(n): speech signal used for Double-
Talk and y(n):measured echo with USASI noise in car. 
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Fig.4. MSE with the data of fig.3 ., 𝜆𝐷𝑇𝐷 = 0.95, DTDbegin=20000. 

 

 

Fig.5.the used signals x(n):speech input signal , s(n): speech signal used for 
Double-Talk and y(n):measured echo with speech signal in audioconference 

room ACN. 

 

 

Fig.6. MSE with the data of fig.5 . 𝜆𝐷𝑇𝐷 = 0.95, DTDbegin=20000. 

 

From figures 4 and 6 we can well see that the proposed algorithm 

converges rapidly in the silent periods, which means that the 

proposed structure has rapidly detected the double talk, and this 

is noticed in the convergence rate of the MSE criterion. In 

addition, these experiments are done in a real car cabin and using 

two different input signals noise and real speech. 
 

V. CONCLUSION 

In this paper, we have presented a DTD based on NCC, where 

the main purpose of this DTD is to halt the update of filter 

coefficients during the double-talk periods. DT periods are 

determined from decision statistic depending on the estimated 

variance of near-end signal and cross-correlation between error 

signal and microphone signal. The experimental results 

demonstrate a good performance with FNLMS-type algorithm 

with different input signals under a real acoustic impulse 

response. 
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Abstract—In the high-security scenarios, biometrics require
stringent accuracy and performance criteria. Towards this goal ,
multi-biometric systems that combine information from multiple
sources of biometric have exhibited to diminish the error rates
and alleviate inherent frailties of single biometric systems. To this
aim, in this paper, the authors present a multibiometric system
using fingerprint and ear based on HOG descriptor, in order to
extract the salient characteristics of these traits . The proposed
system is evaluated on two publicly available databases, namely
IIT-Delhi-2 ear and polyU contactless fingerprint database. Ex-
perimental analyzes confirmed that the proposed multi-biometric
system is able to decrease the error rates compared with with
ones produced by individual systems, achieving an error rate of
0.28%.

Index Terms—Fingerprint, Ear, Person recognition, multibio-
metric, Security

I. INTRODUCTION

Robust identity management systems have become an inter-
national requirement in various fields [1]. In fact, security and
privacy has become a sensitive issue for citizens, governments,
and businesses due to extensive information and data theft
[2]. Identification systems based on biometrics prove to be
effective to respond the requirement of security. Biometrics
identifies individuals based on their biological characteristics
like fingerprint, handwritten signature, face, voice, palmprint,
DNA, and iris [3], [4]. Biometrics is currently used in many ar-
eas such as social networking applications, healthcare systems,
entertainment technologies, cloud computing, and homeland
security. In addition, individuals unlock their phones using
either the fingerprint or face modalities [5].
Fingerprint is considered the most common biometric trait
widely employed by national ID programs around the world,
the fingerprint recognition systems could capture the finger-
print images using capacitive or optical sensors, among others
[6]. Also, contact-based fingerprint sensors should deal with
other concerns like deformation, sensor surface noise, and
hygienic concerns. In order to address these issues, contactless
fingerprint has been recently investigated for more security
and better hygienic purposes [7], [8]. contactless Imaging of
fingerprint helps to collect patterns without any deformation,

and thereby, better matching performance is expected.
Just like a fingerprint or a face, the ear can be easily used
for subject identification owing to its unique structure. In
addition, the ear features are stable over time compared to the
face, and are not affected by external factors like expression.
Also, ear recognition does not require subject cooperation
compared with iris recognition. It should be noted that main
ear recognition drawback is that the ear may be occluded
(partial or full) by hair or some other head-ware. However,
ear recognition has an additional benefit compared to face
recognition, which is that the degree of privacy concerns is
lower when the ear image is collected and stored in a database
rather than the face image [9].
In the present study, we propose a multimodal fingerprint-
ear recognition system. Many reasons for our choice of this
multimodal system. First, contactless fingerprint and ear data
acquisition demands no cooperation from the user, besides,
it can be captured using inexpensive sensor (e.g. conventional
cameras). Second, the human ear and fingerprint patterns offer
rich and stable information. Third, the proposed multibiomet-
ric recognition system could work faster as well as efficiently
even with the images having low resolution. Fourth, fingerprint
and ear are very suitable in identification systems due to their
broad public acceptance. Fifth, we observed that suggested
biometric system using HOG descriptor [10] is able to achieve
high person recognition performance. We structure the rest of
this research paper as follows. A general idea of the proposed
contactless fingerprint and ear framework is depicted in the
section II. Section III discusses the experimental protocol,
sectionIV provide the experimental results, and finally a con-
clusion and future directions are drawn in Section V.

II. PROPOSED MULTI-BIOMETRIC SYSTEM

A biometric system is basically a pattern recogni-
tion/matching system. An automatic fingerprint and ear recog-
nition systems are a essentially processing chain that is split
into two stages: enrollment and recognition phases During
enrollment, the fingerprint and ear biometric trait of the user
are captured and processed. Once the fingerprint and ear image
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Fig. 1 Proposed Fingerprint-ear biometric system based on HOG descriptor

are collected, the HOG descriptor is applied to informative
features. Then these features are saved in a database as
a reference model along with the subject identity. During
the authentication phase, the same biometric trait (here, the
ear) of the subject is collected, processed, and the features
are extracted using the same descriptor. This time, HOG
features are compared with those stored in the database using
chi-square distance to calculate the matching score. If the
matching score is greater than a threshold, the subjected is
rejected as imposter, otherwise as genuine.
Fig. 1 shows an architecture illustrating the overall procedure
of a multi-biometric person recognition framework that inte-
grates information from FKP and iris biometric sources.

III. EXPERIMENTS

In this section, we present an experimental analysis of the
proposed fingerprint and ear based multi-biometric person
verification system on two publicly available databases.

A. Databases

The proposed contactless multibiometric system that fuse
information from fingerprint and ear traits is evaluated on IIT-
Delhi-2 ear [11] database and PolyU Contactless to Contact-
based Fingerprint database [7]. The IIT Delhi ear database was
collected at IIT Delhi campus, India. This database consists of
ear images collected from a distance in an indoor environment.
The number of subjects of this database is 221 subjects (i.e.
students and staff of university), with at least three ear images
for each subject. The subjects are in the age range of 14 to
58 years. The resolution of the images is 272 × 204 pixels.
Besides, cropped and normalised ear images are available with
resolution of 50 ×180 pixels as shown in Fig. 2.

In the PolyU Contactless to Contact-based Fingerprint
database [7], fingerprint images (i.e., contact based and con-
tactless) acquired from 336 volunteers are available (see fig.

 

Fig. 2 Some normalised ear images from IIT Delhi-2
database

3). This database provides six fingerprint images for each user
besides to their corresponding contact-based images.

 

Fig. 3 Some normalised fingerprint images from polyU con-
tactless fingerprint database

B. Experimental protocol

We selected 221 users from each database, we choose two
samples to generate the registered model and one samples as
a test set. Here, each image of the test set is associated with
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Fig. 4 ROCs of uni-biometrics fingerprint and ear along with and their fusion using both feature and score fusion

the two images of the registered model for each person. We
therefore have 221 authentic scores and 48620 (221 × 220)
impostor scores for each of the modalities. The performances
of proposed fusion scheme are analysed utilising receiver
operating characteristic (ROC) curve. An ROC curve is a plot
of FAR versus GAR. GAR, FAR and FRR are GAR such
as GAR = 1–FRR (i.e. ratio of legitimate users accepted as
genuine), FAR (i.e. ratio of impostors accepted as legitimate)
and false rejection rate (FRR) (i.e. ratio of legitimate users
rejected as impostors), respectively. Equal error rate (EER),
where FRR and FAR are equal has been also used to evaluate
performance.

IV. RESULTS

In the proposed multimodal fingerprint-ear biometric sys-
tem, features have been extracted from two modalities using
HOG descriptor. We combine these two traits using numerous
fusion rules such as weighted sum, weighted product, max
rule, min rule, product, and sum rule in order to show how can
these rules could be usfeaul for the proposed multibiometric
system. Three evaluation metrics [12], wich are of equal
error rate (EER), decidability index (d’), and receiver operator
characteristic curve (ROC) are used to evaluate verification
accuracy in our experiments.

A. Performance of multimodal fingerprint and ear system
using EER

We present the EERs of the fingerprint and ear based uni-
modal systems and their multibiometric system in table I.
From this Table, we can observe that the proposed multi-
biometric fusion based on max rule achieves lower EER than
the corresponding fingerprint and ear unimodal systems. For
example, using only the fingerprint and ear traits, the EER
reaches 5.44% and 2.40%, while fusing these modalities via
max rule results in 0.28% EER.

TABLE I Comparison of ERRs obtained for the uni-
biometrics fingerprint and ear systems and their fusion via
different methods

Biometric System EER

Fingerprint 5.44
Ear 2.40

Product 1.53
Sum rule 1.55
Max rule 0.28
Min rule 3.26
Weighted sum 0.67
Weighted product 1.08
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Fig. 5 Distributions of normalized biometric scores from two databases, where x-axis is ear scores and y-axis is fingerprint
scores, which were calculated using two distances: (a) chi-square distance; (b) cosine distance.

B. Performance of multimodal fingerprint and ear system
using d’

Table II gives the d’ values of the fused modalities on
virtual multimodal database using different fusion methods
such as sum, min, and max rules. From this table, it is evident
that product and max rules perform better than other fusion
techniques as d’ values corresponding to former are higher
than the latter.

TABLE II Comparison of decidability index obtained for the
uni-biometrics fingerprint and ear systems and their fusion via
different methods

Biometric System d’

Fingerprint 3.10
Ear 3.87

Product 4.88
Sum rule 4.74
Max rule 4.83
Min rule 3.63
Weighted sum 4.81
Weighted product 4.63

C. Performance Evaluation Using Verification Rate (VR)

Fig. 4 illustrates ROC’s uni-biometrics systems and and
corrosponding multi-biometric recognition system by invoking
the score level fusion using max rule on PolyU contactless
fingerprint and IID-Delhi-2 ear databases. At FAR of 0.1%, the
GARs of fingerprint and ear are 85.80% and 93% respectively.
But with max rule, GAR of 100% is obtained with the same
FAR. Other fusion rules such as weighted sum, product, sum
rule are also used for the score level fusion and the results are
almost identical to those of max rule.

Overall, the max rule fusion with the chi-square distance
gives the best results in comparison with other matching
distances such cosine distance, where a GAR = 97.90% at FAR
= 0.1% of the operating point is achieved. The possible reason
could be that the genuine scores and the impostor scores of
the fingerprint and ear calculated using the chi-square distance
are well separated as shown figure 5.

TABLE III Comparison of VRs obtained for the uni-
biometrics fingerprint and ear systems and their fusion via
different methods

Biometric System VR@0.1%FAR VR@1%FAR

Fingerprint 85.80 91.90
Ear 93.00 97.25

Product 96.75 98.00
Sum rule 97.30 98.20
Max rule 97.90 100
Min rule 90.50 94.70
Weighted sum 97.90 99.90
Weighted product 97.75 98.95

V. CONCLUSION

In this work, we have presented an approach for multi-
modal contactless fingerprint and ear biometric recognition
using HOG texture descriptor at score-level fusion. Extensive
experimental analysis on a multimodal database using different
fusion rules such as weighted sum showed a significant
improvement in verification rates in comparison with unimodal
systems. In future work, we aim to compare the study of the
score-level with feature and decision level fusion methods.
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Abstract—The fourth industrial revolution is characterized
by the convergence of advanced technologies such as Artificial
Intelligence (AI) and the Internet of Things (IoT), with edge
computing playing a crucial role in enabling efficient data
processing and communication in close proximity to data sources.
Despite its benefits, edge computing presents challenges such as
security risks, data-intensive services, incomplete data, and high
investment and maintenance costs, which can be mitigated using
cloud computing technology.

This paper proposes an AIoT-based quality control production
line that utilizes a combination of AI and IoT technologies to
enhance production management. The production line focuses on
classifying gears and detecting defects, with data being collected
and processed on a server for analytics to be displayed on
Android, web, and desktop applications. By leveraging AIoT,
the proposed solution aims to create a complete autonomous
environment and improve overall efficiency in gear production.

Index Terms—Cloud Computing, Artificial Intelligence, Inter-
net of Things, Artificial Intelligence of Things, Industry 4.0

I. INTRODUCTION

Nowadays, industrial developments in various countries
around the world are all pursuing Industry 4.0. The primary
goals are to digitalize machining data in the manufacturing
process, and import intelligence techniques [1]. One of the
techniques is Artificial Intelligence of Things technology. Arti-
ficial Intelligence of Things (AIoT) is the natural evolution for
both Artificial Intelligence (AI) and Internet of Things (IoT)
because they are mutually beneficial [2]. Existing research
indicated that advanced manufacturing technologies such as
intelligent robotic systems, smart manufacturing systems, in-
dustrial automation, and intelligent monitoring systems have
shown a great dependency on AI and IoT-based technology [3].
IoT is a sort of “universal global neural network” in the cloud
which connects various devices. The IoT is an intelligently
connected devices and systems which be made up of smart
machines interacting and communicating with other machines
[4]. And When we combine the industrial IoT with cloud
computing, we’ll have the CloudIoT Technology [5].

In our view, industrialized countries such as China, the
United States, and Germany are investing heavily to ensure the
adoption of Industry 4.0 in their industries in order to keep up
with the global digital transformation wave. Therefore, Alge-
rian manufacturers must also embrace this digital transforma-
tion and adopt Industry 4.0 initiatives in order to remain com-

petitive. This challenge requires a commitment to investing in
the necessary expertise, organizational and professional skills,
and the planning, execution, and improvement of transition
projects towards Industry 4.0. The main contributions of this
work include training the model with different architectures,
implementing the model with the highest accuracy on the
server, building the production line and connecting it to the
cloud, and displaying the data on different platforms. The main
contributions of this work can be summarized below:

1) Training the model with different architectures;
2) Implementing the model with the highest accuracy on

the server;
3) Building the production line and connect it to the cloud;
4) Display the data on different platforms.

II. MATERIALS AND METHODS

A. Convolutional Neural Network
The term Deep Learning or Deep Neural Network refers

to Artificial Neural Networks (ANN) with multi layers. Over
the last few decades, it has been considered to be one of
the most powerful tools, and has become very popular in the
literature as it is able to handle a huge amount of data. The
interest in having deeper hidden layers has recently begun
to surpass classical methods performance in different fields;
especially in pattern recognition. One of the most popular deep
neural networks is the Convolutional Neural Network (CNN).
It take this name from mathematical linear operation between
matrices called convolution. CNN have multiple layers; includ-
ing convolutional layer, non-linearity layer, pooling layer and
fully-connected layer. The convolutional and fully-connected
layers have parameters but pooling and non-linearity layers
don’t have parameters. The CNN has an excellent performance
in machine learning problems. Specially the applications that
deal with image data, such as largest image classification data
set (Image Net), computer vision, and in natural language
processing (NLP) and the results achieved were very amazing.
In this paper we will explain and define all the elements
and important issues related to CNN, and how these elements
work. In addition, we will also state the parameters that effect
CNN efficiency. This paper assumes that the readers have
adequate knowledge about both machine learning and artificial
neural network [6].
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In this paper, we propose several Convolutional Neural
Network (CNN) architectures for training our model, each
with unique properties aimed at improving performance and
decreasing processing time. While these architectures differ
in their design, they all share the same objective. Some
architectures have shown to be particularly effective across a
wide range of applications, such as VGG16, ResNet, AlexNet,
and Xception, which are among the most commonly used
architectures for industrial image pattern recognition.

For the image classification of the gears, we utilized three
distinct models: VGG16, ResNet, and AlexNet.

1) VGG Net: VGG Net is a pre-trained Convolutional
Neural Network architecture invented by Si-monyan and
Zisserman from the Visual Geometry Group (VGG)
[7]. It was trained to extract features that can identify
objects and classify unseen items to improve classi-
fication accuracy by increasing the depth of CNNs.
VGG 16 architecture, having 16 hidden layers, was
used for image classification. It accepts input images of
dimensions (224,224,3) and passes them through a series
of convolutional layers with a 3x3 filter. There exist
five max-pooling layers between convolutional layers
to subsample the input images. Convolutional layers
are followed by three fully connected layers with the
softmax being the last layer.

2) ResNet: The ResNet [8], [9] is a modern deep neural
network architecture. The core idea is to use an identity
shortcut connection to skip some layers to deal with
vanishing gradients’ problem. It allows us to stack
convolutional layers and obtain better recognition quality
than shallower models. So, ResNet is a scalable and
accurate model that founds wide application in practice.

3) AlexNet: AlexNet architecture was developed by Alex
krishevesky et al [10], which won the ILVRC (Ima-
geNet Large Scale Visual Recognition Challenge) in
2012. AlexNet architecture consists of five convolutional
(conv) layer, three pooling layer (Pool) which is fol-
lowed by three full connected (FC) layer. To reduce
overfitting problem these fully connected layers are used
with dropout layer. Convolution layer uses number of
filters to convolve the image, and generating feature
maps. Rectified linear unit (ReLU) layer is used along
with convolutional layer as it performs non-linear oper-
ation and converts all negative value to zero. The task of
pooling layer is to reduce the spatial dimension (feature
map) which is derived from previous layer.

B. Hardware Used

To train the model, we utilized a Jetson Nano with the Open-
Vino Intel Movidius Vision Processing Unit (VPU) Kit, while
a Raspberry Pi served as the server. In addition, an STM32
Microcontroller was employed to control the production line,
and the image was sent using the ESP32-Cam.

1) Jetson Nano: NVIDIA Jetson Nano, the entry-level
board of the NVIDIA Jetson ecosystem, is a small,
powerful single- board computer that allows parallel

operation of multiple neural networks for applications
such as image classification, object detection, segmen-
tation, and speech processing. It has a comprehensive
development environment (JetPack SDK) and libraries
developed for embedded applications, deep learning,
IoT, computer vision, graphics, multimedia and more.
Using Jetson Nano with a GeForce-enabled graphics
processor (GPU) using the same CUDA cores creates a
very powerful development environment for applications
[11]. In addition, Jetson Nano has a CPU-GPU heteroge-
neous architecture in which the operating system can be
booted by the CPU and can be programmed to speed up
complex machine learning tasks of the CUDA capable
GPU [12].

2) Vision Processing Unit: The VPU is an ultra-low power
application-specific integrated circuit (ASIC) that is
designed for image processing and computer vision
workloads, in particular, CNNs. The ultra-low power
consumption makes it ideal for mobile edge devices
where real-time processing and low latency are vital [13]
[14].

3) Raspberry Pi: Raspberry Pi is a powerful computer in
a size of a credit card. It was created by the Raspberry
Pi Foundation charity, whose primary goal was the re-
introduction of computer skills learning among students.
The Raspbian operating system is based on Linux and
offers an excellent working environment for students, as
it includes software solutions designed to expand stu-
dents’ knowledge of computer science in an interesting
way. Besides computer science knowledge, it is also
suitable for acquiring basic knowledge in electronics.
It is also very important to have the possibility of
interconnecting such acquired knowledge [15].

4) STM32: STMicroelectronics’ STM32 microcontrollers
represent a full line of 32-bit products designed to
perform real-time low-voltage digital signal processing.
Within this range, we find in particular the Cortex-M7F,
Cortex-M4F, Cortex-M3, Cortex-M0+ and Cortex-M0.
They are accompanied by a wide choice of tools and
software, making this family of products the platform
recognized as excellence and all the STM32 MCUs are
based on ARM architecture.

5) ESP32: The ESP32 is a low-cost, low-power system on a
chip series of microcontrollers with Wi-Fi and Bluetooth
capabilities and a highly integrated structure powered by
a dual-core Tensilica Xtensa LX6 microprocessor [16].

C. Software Used

For displaying the data, we employed various platforms,
including HTML, CSS, JS, Node.JS, and MySQL, to create
a web-based dashboard. To develop the mobile application,
we utilized the Flutter framework, and the desktop app was
created using the Processing3 programming language.

1) Flutter: Flutter is a free and open-source mobile User In-
terface (UI) framework created by Google and released

The 1st National Workshop on Wireless Network, Cloud Computing and Cryptography (WWN3C’2023) _Boumerdes, April 26, 2023

65



in May 2017. In a few words, it allows you to create a
native mobile application with only one codebase [17].

2) Processing3: The Processing Development Environment
(PDE) makes it easy to write Processing programs.
Programs are written in the Text Editor and started
by pressing the Run button. In Processing, a computer
program is called a sketch. Sketches are stored in the
Sketchbook, which is a folder on your computer [18].

III. EXPERIMENTS AND RESULTS

A. Training’s Process And Result

In this section, we will describe the process of training and
evaluating three models using the architectures presented ear-
lier, and measuring their performance using different metrics.
The dataset was divided into training (80%) and validation
(20%) sets, and the training data was augmented using the
ImageDataGenerator class from the Keras library. Transfer
learning was applied to the models, starting with loading
the corresponding architecture from Keras library, followed
by batch normalization, a dense layer, a dropout of 0.5 to
prevent overfitting, a flatten layer, and a dense layer with 38
neurons and softmax activation function for the output layer.
The models were trained with 1500 pictures for each class
(defective gears and healthy gears). After trial-and-error, we
determined the hyperparameters for training our models as
listed in ”Table. I”:

TABLE I
HYPERPARAMETER FOR MODELS’ TRAINING

Parameter AlexNet VGG16 ResNet
Input size (224,244,3) (224,244,3) (224,244,3)
Optimizer Adamax SGD ADAM

Loss function Binary cross entropy Binary cross entropy Binary cross entropy
Classifier Softmax Softmax Softmax
Epochs 15 15 15

Batch size 128 128 128
Dropout rate 0.5 0.8 0.5

Upon completion of the training process, we observed that
the AlexNet architecture achieved the highest accuracy among
the other architectures utilized in this study. The training
process resulted in an accuracy rate of (83%), which we
consider satisfactory.

The ”Fig. 1”, depicts the accuracy and loss of the model.

B. Hardware Development

Having achieved a satisfactory level of accuracy, we pro-
ceeded to implement the model on the Raspberry Pi, which
serves as our server in this project. The process of the server
is illustrated in ”Fig. 2”.

In addition, we designed the production line using Solid-
Works and manufactured the parts using a 3D printer. The
3D design of the production line prior to printing the parts is
presented in ”Fig. 3”.

The STM32 microcontroller controls the production line
while the ESP32-CAM captures and sends the image. An ESP-
01, which is based on the ESP8266 chip, is connected to all
the microcontrollers and acts as a master device that collects

Fig. 1. Training’s loss and accuracy.

Fig. 2. Server block diagram.

Fig. 3. 3D model of the production line.
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data from all production lines and sends it to the cloud. The
project flowchart is depicted in ”Fig. 4”.

Fig. 4. General block diagram.

The server receives the image from the ESP32-CAM, ap-
plies the trained model to classify the gear as defective or not,
and sends the result back. The communication between the
devices in our production line is illustrated ”Fig. 5”.

Fig. 5. Networking block diagram.

C. Software Development

As we said in ”Section 2.3”, we created dashboards to
present the data obtained from the production line, such as
power consumption, the number of healthy and defected gears,
camera’s frames per second (FPS), server’s performance, and

more. Additionally, we can manage the production line wire-
lessly using the dashboards. The ”Fig. 6” is a screenshot of
the web-based platform home page.

Fig. 6. Web-based real time dashboard.

D. Printing And Assembly

The process of the production line was simulated using
SolidWorks, and the parts were manufactured using a 3D
printer. The “Fig. 7” is a picture of our final production line
prototype.

Fig. 7. Final prototype of the production line.

IV. PROBLEMS FACED

The project encountered issues with the Raspberry Pi over-
heating during data processing, causing it to crash and freeze.
To address this, a cooling system was installed to reduce the
server’s temperature.

Another challenge was the model occasionally misclassi-
fying objects. To improve accuracy, additional pictures were
added to the data-set and the model was retrained.

Slow internet speed also posed difficulties in data process-
ing. To mitigate this, an image compression algorithm was
implemented in the ESP-CAM to reduce image size.

V. DISCUSSION

The aim of this project was to gain knowledge in building
a server and implementing AI on it, while also exploring
the transmission of data between the production line and
server. Our approach involved the use of artificial intelligence
and cloud computing to detect and identify defective gears.
The models required over 12 hours of training due to the
large dataset used, which was trained on the NVIDIA Jetson
Nano kit with the Intel Movidius VPU. AlexNet architecture
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provided the highest accuracy at (83%), and the model was
implemented on a Raspberry Pi server.

There are several areas for improvement in this project,
including:

1) Upgrading the server to a more powerful computer;
2) Connecting the server and production line with a 5G

network;
3) Encrypting the transmitted data for added security;
4) Implementing real-time and remote monitoring;
5) Integrating predictive maintenance to prevent potential

issues.

VI. CONCLUSION AND FUTURE WORK

This project aims to create a smart production line that
utilizes AI and IoT technologies to detect and sort defected
gears. The production line includes a camera that captures
an image of each gear, which is then sent to a server where
an AI model is applied for image classification. The server
analyzes the image and determines whether the gear is healthy
or defected. Based on the classification result, the production
line sorts the gear into its corresponding package.

In addition to the core functionalities of the production line,
the system also collects and stores data on power consump-
tion, FPS, server performance, and the number of healthy
and defected gears. This data is transmitted to a centralized
database and displayed in real-time on a variety of dashboards,
including web-based, android app, and desktop app interfaces.

Although the project achieved satisfactory results, there
were some challenges that needed to be addressed. For
instance, the server experienced overheating issues during
processing, which required the addition of a cooling system.
Furthermore, the AI model occasionally misclassified gears,
highlighting the need for a larger and more diverse data-set.

To improve the system, some future enhancements can
be considered, such as replacing the current server with a
more powerful computer, implementing a 5G network for
better connectivity, encrypting data transmissions for security,
implementing real-time and remote monitoring, and adding
predictive maintenance capabilities.

In our upcoming project, we plan to build a high-
performance computer by utilizing FPGAs and creating an
FPGA Cluster. Our goal is to implement some computing
accelerator algorithms on this system. The FPGAs will act
as clients and will be connected to a central server. This
setup is expected to significantly decrease the processing
time and increase productivity and quality. By leveraging
the capabilities of FPGAs, we can accelerate the execution
of complex algorithms and significantly reduce the time re-
quired for computation. This project will require extensive
knowledge of hardware design, FPGA programming, and High
Performance Computing algorithms. However, if successful,
it has the potential to revolutionize the field of artificial
intelligence and greatly improve the speed and efficiency of
various computations.
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Abstract— The main aim of this paper is to present a robust 

offline Arabic handwriting recognition system based on an 

improved version of BSIF descriptor. The main idea behind the 

proposed improved descriptor is to learn the filters using small 

patches from the same dataset as the context of the training. 

Thus, unlike the traditional BSIF descriptor that uses filters 

learned from natural images, filters of the improved BSIF 

includes characters which are learned and convolved with 

handwriting word images. Moreover, a simple lightweight deep 

architecture is integrated where the filters are learned via 

layers. In order to improve the efficiency of the proposed 

architecture, Generic Feature Independent Pyramid Multi-

Level GFIPML model is used to extract the features. Extensive 

experiments on the public AHDB dataset were conducted. The 

obtained results have proven the efficiency of the proposed 

system. 

Keywords— BSIF, Deep learning, Offline recognition, Arabic 

handwriting 

I. INTRODUCTION  

Recently, a great deal of interest has been devoted to the 
recognition of offline Arabic handwriting text, which refers to 
the task of automatically recognizing and interpreting the 
word/text already existing in the image [1].  Despite its 
importance in many real applications such as bank check 
processing and automatic postal mail sorting form data entry, 
recognizing Arabic handwriting poses unique challenges due 
to the complexity and variability of Arabic script and 
considerable efforts remain to be done.  

According to the data acquisition method, two branches of 
handwriting recognition systems are existing offline and 
online branches [1]. In the offline mode, only static data 
representing the pixel values (0 or 1) is provided because the 
input data is taken from a text scan image. However, the input 
data for the online mode is obtained through a tactile digital 
screen, and both static and dynamic information on the 
handwriting trajectory, such as the trajectory coordinates, 
temporal order, speed, and acceleration, are provided [2]. 
Moreover, because of the lack of dynamic information, offline 
handwriting recognition is much more difficult than online 
handwriting recognition. 

Arabic literal amounts recognition is a common problem 
in Arabic handwriting recognition, as checks are widely used 
in financial transactions in many countries. Despite human 
skills to perceive the literal amount of checks, the error rate is 
related to the number of checks in hand. Therefore, reliance 
on human agents in such a critical scenario may result in 
multiple errors in check processing.  

From one point of view, existing work can be categorized 
into four categories. Some existing works [3–6] deal with this 
issue considered the structural features, whereas, certain 
others [7, 8] distinguished literal amounts based on statistical 
features. However, Recent advancements in deep learning 
techniques, such as convolutional neural networks (CNNs) 
and recurrent neural networks (RNNs), have significantly 
improved the accuracy of Arabic handwriting recognition 
systems. 

In this paper, an improved version of a deep BSIF 
descriptor for extracting features from Arabic literal words 
integrated with the GFIPML model is proposed. Unlike 
traditional BSIF, which uses natural images to learn the filters, 
the filters of the proposed improved version are learned using 
Arabic words that maximize the quality of the proposed 
system.  Moreover, in order to improve the accuracy of the 
proposed system, a deep architecture with the GFIPML model 
is proposed.  

The remainder of the paper is structured as follows: 
Section 2 reviews some relative works on Arabic handwritten 
amount recognition. Section 3 describes the newly proposed 
improved BSIF descriptor for extracting features from Arabic 
handwriting images. Section 4 contains information on the 
database used and the experimental evaluation outcomes. 
Finally, we conclude the paper by summarizing some findings 
and future work. 

II. RELATED WORK 

Despite recent technological advances that have 

facilitated financial transactions by automating data 

processing, over one hundred billion checks are handled 

globally each year, with the majority of them being manually 

processed by human agents [9, 10]. 

Several works have been proposed during the last two 

decades to address the problem of automatic Arabic 

handwriting literal check amount recognition. The presented 

methods can be classified into four types based on the nature 

of the features used: statistical, structural, hybrid, and deep 

learning based features. 

Recently, several researchers have proposed utilizing 

statistical features to define Arabic handwriting amounts. In 

[7], the authors developed an automatic holistic method based 

on Gabor filters and Bag of Features (BoF) for the recognition 

of Arabic handwritten literal amounts. Images were filtered by 

a set of Gabor filters with varying sizes and orientations to 

extract local characteristics. Gabor filter responses are sorted 

and then given to BoF frameworks. Their proposed method 

was evaluated on the CENPARMI database, which contains 

Arabic handwritten checks, and an identification rate of 
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86.44% was obtained. For detecting handwritten literal 

amounts, [11] developed a holistic technique based on SIFT 

descriptor and PCA for dimensionality reduction. SVM 

properly identified 58.55% of the words in the AHDB 

database's 12 classifications. The authors of [12] examined the 

performance of many CNN networks against some statistical 

descriptors based on the PML model. The best recognition rate 

achieved by the LPQ descriptor was 91.52%. 

On the other hand, some researchers have proposed that 

Arabic handwritten literal check amounts be defined by a 

collection of structural traits. For example, Farah et al [3] 

proposed using some structural elements (ascenders, 

descenders, loops, etc.) recovered from 4800 word images 

representing Arabic handwritten literal amounts. In order to 

improve system performance further, the scientists combined 

the results of three classifiers: multilayer neural network 

(MLP), k-nearest neighbor (KNN), and fuzzy k-nearest 

neighbor (FKNN), with a recognition rate of 94%. The authors 

of [4] presented two combination techniques. The first scheme 

is based on feature combination, and it takes into account four 

features: angle, distance, horizontal and vertical span. The 

second strategy use the majority vote technique to join three 

ELM classifiers. The proposed technique was evaluated using 

the same database (AHDB), and the recognition rate was 

64.63%. The same authors introduced an improved quadratic 

feature model in [5], with an attained recognition score of 

83.06%. Authors of [13] proposed a new model based on 

integrating N-grams. This system is divided into two parts: the 

first is concerned with word recognition, while the second 

incorporates an N-gram model to improve the accuracy 

acquired in the first stage. 

Other studies have used a combination of features 

(structural, statistical, and transformation-based features) to 

describe Arabic handwritten amounts. Menasria et al. [14] 

proposed combining statistical features extracted from the 

entire image word, such as local chain code histograms 

(CCH), zoning, Zernike moment invariants (ZMI), and 

density profile histograms (DPH), with structural features 

extracted from different image parts to describe Arabic 

handwriting literal amounts. (i.e., PAWs). SVM correctly 

classified 95.91% of the 61 classes in AHDB. Images were 

initially preprocessed in [15], and then transformation-based 

and statistical features such as Discrete Cosine Transform 

(DCT) and Histogram of Oriented Gradient (HOG) were 

recovered from them. The Neural Nets classifier correctly 

detected 95% of the words in the AHDB database. 

 

III.  PROPOSED SYSTEM BASED ON AN IMPROVED 

BSIF DESCRIPTOR 

 Preprocessing, feature extraction, and classification are 
some of the main procedures involved in any Arabic 
handwriting recognition system. The reprocessing phase is the 
first step in the development of any recognition systems. It 
aims to remove irrelevant information, which may harm the 
overall recognition [16], in order to enhance the image. This 
stage employs techniques such as noise reduction, 
thresholding, and normalization. Then, during the feature 
extraction stage, pertinent features are extracted from each 
letter or word to reflect its shape, stroke direction, and other 
attributes. The gathered features are finally classified into 

appropriate Arabic words during the classification stage using 
machine-learning methods. 

As previously stated, feature extraction approaches can be 
roughly categorized into three types: structural, statistical, and 
spatial transformation-based features [17]. The image's 
structural properties comprise both topological and 
geometrical characteristics [18]. The total number of dots and 
their position relative to the baseline, the end of points, and 
loops are examples of structural elements [19][20]. Hough 
Transform, Wavelets, Gabor Transform, Fourier Transform, 
Karhunen-Loeve expression, and moments are examples of 
space transformation-based features. Statistical 
characteristics, on the other hand, are numerical measures 
derived from pixel distribution. 

Statistical features are known to have low computational 
complexity and high speed [21], for this reason, we considered 
in this work taking advantage of these kinds of features. More 
precisely, we opt for using Binarized Statistical Image Feature 
(BSIF) [22]. Indeed, this descriptor has been shown to be 
effective for a variety of image analysis tasks, including face 
recognition, texture classification, and object detection. It is 
particularly useful for images with complex textures and 
lighting conditions, as it is robust to illumination changes and 
noise. However, the filters used for BSIF are learned using 
natural images. We propose an improved version of BSIF 
descriptor where the filters are learned using the same dataset 
as the training. Moreover, a simple deep architecture is 
designed for BSIF in order to extract well the features. 

A. Improved BSIF descriptor 

Binarized Statistical Image Feature (BSIF) is a texture 
descriptor that is commonly used in image processing and 
computer vision. It was introduced in 2012 by Kannala and 
Rahtu [22]  as a method for describing local texture patterns 
in grayscale images. 

The BSIF descriptor works by analyzing the local texture 
patterns in an image by dividing the image into small 
overlapping patches. For each patch, a binary code is 
generated that represents the presence or absence of specific 
texture patterns. This binary code is computed by comparing 
the pixel intensities in the patch to a set of predefined binary 
patterns. Each pattern consists of a center pixel and its 
neighboring pixels, which are assigned a binary value based 
on their relative intensities. 

To extract the BSIF descriptor from an image, the image 
is first convolved with a set of linear filters. In contrast to other 
methodologies, the filters used by BSIf are learned from 
statistics of a small set of natural image patches by 
maximizing the statistical independence of the filter responses 
(ICA) [23]. The resulting codes are concatenated to form a 
feature vector that represents the texture characteristics of the 
image. 

As we have mentioned BSIF uses natural images to learn 
the filters, our idea in this paper is to learn the filters using the 
same dataset as the training.  Indeed, to extract features from 
Arabic handwriting word, filters containing Arabic characters 
should be used; which motivate us to change the manner of 
filters used. 

B. Proposed system 

A handwriting words recognition system is an automatic 
system that simulates human reading abilities. The proposed 
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system is divided into two major stages: feature extraction and 
classification. 

For extracting features, we used the proposed improved 
BSIF descriptor with GFIPML model (Figure 1). 

 

 The procedure of learning the filters is passed through a 
deep architecture in order to learn useful filters. As for the 
classification, we use SVM classifier to recognize words. The 
general scheme of the proposed system is illustrated in 
Figure2 : 

As it is shown in Figure 2, the proposed system contains 
three main stages: learning BSIF filters, which are used as 
detectors for the input Arabic handwriting images, features 
extraction for computing the features, and finally a 

normalization stage for histogram normalization where we use 
a robust Tied Rank normalization technique (see Figure 3). 

IV.  EXPERIMENTAL RESULTS 

 In this section, we provide additional details regarding the 
proposed system for Arabic handwriting literal amount 
recognition, in which a thorough comparison was performed 
between several models, and the related stateof-the-art 
methods. To evaluate the performance of the proposed model, 
we conduct experiments on the challenging AHDB database 
[24]. The AHDB database contains the words that appear the 
most frequently in checks. It is composed of 70 classes 
representing various words, with each word written by 105 
different writers. We divide the 6615-image dataset into three 
folds, each of which contains 2189, 2183, and 2243 images, 
respectively. Two folds are used for training and the 
remaining folds are used for testing in each cross-validation 
iteration. Table 1 displays a sample of each class from the 
database. 

 

 Table 1: Arabic words used to express amounts on checks 

extracted from AHDB database 

All the experiments done in this section were obtained 
using: MATLAB installed on a computer with a Core i7 "7th 
generation" processor, 16 GB of RAM memory, and AMDA 
Radeon graphical card. As an evaluation metric, we have used 
the accuracy metric, which is the quotient of the total number 
of correctly classified words corrected over the total number 
of words. 

By remembering our aim that is proposing an improved 
version of BSIF descriptor for extracting features from Arabic 
handwriting images. Thus, extensive experiments including 
the impact of the improved version of BSIF, the impact of TR 
normalization and GFIPML model are conducted. All results 
are summarized in Figure 4. 

According to the results illustrated in Figure4, the 
improved version of BSIF gives very high accuracy compared 
to traditional BSIF which prove our hypothesis that filters 
learned via small patches of words gives better results than 
filters trained via natural images for the context of Arabic 
handwriting recognition. Moreover, including TR 

N° 
Arabic 

name 
N° 

Arabic 

name 
N° 

Arabic 

name 
N° 

Arabic 

name 
N° 

Arabic 

name 

 ثلاثمئة 53 ستة 40 تسعة 27 خمسة 14 أحد 1

 ثلاثمائة 54 ستمئة 41 تسعمئة 28 خمسمئة 15 احدى 2

 عشرون 55 ستمائة 42 تسعمائة 29 خمسمائة 16 واحد 3

 عشرين 56 ستون 43 تسعون 30 أربع 17 ثمان 4

 اثنان 57 ستين 44 تسعين 31 أربعة 18 ثمانية 5

 اثنين 58 عشر 45 لا 32 أربعمئة 19 ثمانمئة 6

 مئتين 59 عشرة 46 سبع 33 أربعمائة 20 ثمانمائة 7

 مائتين 60 ثلاثون 47 سبعة 34 أربعون 21 ثمانون 8

 ألفان 61 ثلاثين 48 سبعمئة 35 أربعين 22 ثمانين 9

 ألفين 62 ألف 49 سبعمائة 36 مئة 23 اثنى 10

 غير 63 آلاف 50 سبعون 37 مائة 24 خمسون 11

 / / ثلاث 51 سبعين 38 مليون 25 خمسين 12

 / / ثلاثة 52 ست 39 تسع 26 خمس 13

Figure 2: The general scheme of the proposed system.  

Figure 3: TR nomalization 

Figure 1: GFIPML model Algorithm [25]. 
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normalization improves well the results. Our idea of 
integrating TR with GFIPML model gives the best and the 
highest results. 

V. CONCLUSION  

Nowadays, deep learning techniques have proven their 

efficiency for several recognitions tasks. However, they are 

known also to be data hungry. In this paper, we proposed a 

novel improved version of BSIF descriptor that uses filters 

including characters learned from the same dataset as the 

training. A simple deep architecture is proposed then to learn 

useful filters .Moreover, an efficient GFIPML model is used 

to extract the features. The experimental results conducted on 

the public challenging dataset proved the efficiency of the 

proposed system. 
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Abstract— In our work, we have designed a new four- 

channel all-optical filter based on two-dimensional photonic 

crystals. This filter can extract four totally different wavelengths 

at each output from some techniques used like ring resonators, 

scattering rods, resonant microcavities. The two well-known 

methods like PWE and FDTD are often applied to calculate the 

band gap diagram and to study the behavior of the light inside 

our filter. The obtained results show that the proposed filter has 

a high transmission power is 99.1%, a very high-quality factor 

is 15 628, with a very low crosstalk is -41.6. In addition, the 

operating parameters show that the high-performance results 

have been confirmed with other recently published work. The 

maximum response time of our proposed filter is ultra-fast 

with an ultra-compact size, which makes this filter easy to use 

in integrated photonic circuits. 

Keywords— All-optical filter, Integrated optical circuits, 

Quality factor, Resonant cavity, Ring resonator, Photonic crystal 

I. INTRODUCTION 

In recent years, researchers have tried to use all-optical 
circuits in several fields due to the development of photonics 
[1]. Important fields such as computer science, chemistry, 
medicine, astronomy, pharmacy, and telecommunications, are 
exploiting photonics to improve the infrastructure that has 
enabled the development of each field [2]. Enabled 
applications that have based on Photonic Crystals (PhC) in 
design and realization such as filters [3-6] logic gates [7- 
10],                                                                                     

placed in cascade. The characteristics of this proposed design are 
adequate to havea very high-quality factor, very high bit rate 
operate, very low crosstalk, and ultra-compact size of this filter. 

II. PROPOSED ALL-OPTICAL FILTER 

The proposed filter (figure (1)) consists of two cascaded 
ring resonators, with several resonant cavities and eight 
scattering rods placed at the corner of each resonator. A 
disconnected square array of 28 × 43 rods has a refractive 
index of 3.8 (GaAs) suspended in air. The area of the 
fundamental filter structure is equal to 357.86 μm2. The 
distance between the two rod centers is assumed to be "a", 
and the radius of dielectric rods in red is R= 0.2 × a and all 
rods radii forming the resonant cavities of each output are 
shown in table 1. 

The figure (2) shows the band diagram of the proposed 
filter using the PWE (Plane Wave Expansion) method, in 
which appears two PBGs in TE mode (Transverse Electric): 
0.26< a/λ < 0.40 and 0.69< a/λ < 0.71.The first PBG covers the 
third telecommunication window. For analyze the emission, 
accuracy, and speed of the light inside ourfilter we have used 
the FDTD (Finite Difference time Domain) method. To 
determine the mesh size and to ensure the stability of the 
system, the two following equations (1) and (2) have been 
considered: 

 

encoders[11], PhC optical fibers [12], sensors [13], de- 
multiplexers [14]. All-optical add/drop filters are commonly 
used which consist of a single input channel and three output 
channels. To evaluate the performance in all types of all- 
optical filters parameters such as: Quality factor, data rate, 
channel spacing, and crosstalk are used. Ghorbanpour and 
Makouei [15] designed a four-output all-optical filter 
characterized by quality factor, transmission power, 
crosstalk, and channel spacing of 5967, 90%, -16.5 dB, 3 nm, 
respectively. In another work, Alipour-Banaei et al. [16] 
presented a design of a four-channel all-optical filter 
characterized by quality factor, transmission power, crosstalk, 
and channel spacing of 387, 77%, -13.5 dB, 4.4 nm, 
respectively. The four-output all-optical filter was designed by 
Delphi et al. [17] characterized by quality factor, transmission 
power, crosstalk, and channel spacing of 5443, 93.5%, -14.9 
dB, 2.6 nm, respectively. 

In this work, we proposed a linear all-optical filter based 
on photonic crystals which is designed by four channels                             
using resonant cavities coupled with two ring resonators 

a 
∆x = ∆z = 

2 

∆t ≤    
 

c√
  1        1 

∆z 

(1) 

 
(2) 
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Fig. 1. The proposed all-optical filter. 

 
TABLE 1: Rods radii of each channel of the proposed all-optical filter 

shownby the figure (1) 

 
Rods Output 1 Output 2 Output 3 Output 4 

Black R*0.409 R*0.42 R*0.44 R*0.46 

Red R R R R 

Green R*0.61 R*0.71 R*0.81 R*0.91 

 
 

Fig. 2. The band diagram for our all-optical filter based on a square 

lattice. 

 

III. THE NUMERICAL RESULTS OF THE ALL-OPTICAL FILTER 

 
To calculate the response of our proposed all-optical 

filter,we excite with an optical Gaussian pulse at the input, 
as shown in figure (3a). The designed structure allows 
certain frequenciesto pass from the input to the output. An 
optical signal centered at 1522.6 nm comes out of output 1 
of the filter, with a transmission efficiency of 92.06%, a 
quality factor of 7613, and an optical signal centered at 
1539.6 nm comes out of output 2 with a transmission 
efficiency of 99.1 %, a quality factor of 15 396. The output 
3 can guide the optical signal centered at 1562.8 nm with a 
transmission efficiency of 54.43 %, a quality factor of 15 
628, and output 4 carries the optical signal at 1592.8 nm 
with a transmission efficiency of 56 % and a quality factor 
of Q = 7964. The figure (3b) shows the all-optical filter 
responses in dB to evaluate the crosstalk of the filter for the 
four outputs. Figure 4 illustrates the behavior of the optical 
field inside the filter and Table.II shows the results 

obtained, which are better than other recent published works. 
 

Fig. 3. Illustration of the transmission (a) percentage (%), (b) in decibel (dB). 

 

 
Fig. 4. The optical field propagation within the proposed all-optical filter 

for input optical pulses centered at (a) 1.5226 µm, (b) 1.5396 µm, (c) 

1.5628 µm, (d) 1.5928 µm. 

 

 
 

TABLE II: The obtained results compared with previously published 
works 

 

Previously 

published 
works 

Number 

of output 
channels 

Transmission 

Power (%) 

Quality 

Factor 
(Q) 

Crosstalk 

in (dB) 

Our work 4 99.1 15 628 -41.6 

[18] 2 90 5967 -16.5 

[19] 4 98 3805 -41 

[20] 2 93.5 5443 -14.19 

[21] 2 77.5 387 -13.5 

 

 
CONCLUSION 

The proposed work presents a contribution to the design 
of a four-channel all-optical filter based on two resonators ring 
placed in cascade with photonic crystal resonant cavities. The 
designed filter is characterized by very important advantages 
such as low crosstalk, high quality factor for each channel, 
very high bit rate, narrow inter-channel spacing, high spectral 
efficiency, with a compact size, which shows that this filter is 
suitable for optical integrated circuits, and has a better 
performance compared to other recent filters already 
published. 
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Abstract— Atherosclerosis is a cardiovascular disease that 

can be diagnosed through non-invasive imaging techniques such 

as Coronary CT Angiography (CCTA). Deep learning 

algorithms have shown great potential in assisting the 

classification of CCTA images. However, the lack of 

transparency in the decision-making process of black-box AI 

models is a major challenge in the medical field, where 

healthcare professionals need to understand the reasoning 

behind AI systems’ recommendations. In this study we explore 

the potential benefits of Explainable AI (XAI) algorithms for a 

previously developed deep learning model for atherosclerosis 

classification from CCTA images. The study showed promising 

results not only in explaining the model’s decisions, but in 

recognizing falsely classified cases and eventually improving the 

model’s performance.   

Keywords— deep learning, atherosclerosis, coronary CT 

angiography, Explainable AI, GradCam. 

I. INTRODUCTION (HEADING 1) 

Explainable AI (XAI) is a relatively new concept that 
refers to the ability of an artificial intelligence system to 
provide understandable and transparent explanations of its 
decision-making process. This is particularly important in 
healthcare due to the high risks associated with the decision-
making process, but it can be as important in other fields such 
as finance, security, and criminal justice. 

When a model provides explanations of its decisions, it 
allows for a better understanding of how the system reached a 
specific decision or recommendation, which in turn helps 
build trust in the system and enables the user to improve 
accountability and to identify and correct any biases or errors 
in the system. Additionally, explainable AI can help comply 
with regulatory requirements and ethical standards, as well as 
enhance the overall effectiveness and fairness of the AI 
system. [1] 

In medical imaging, AI systems are used to assist in the 
diagnosis of diseases, by analyzing medical images and 
providing recommendations to healthcare professionals, such 
decisions are directly responsible for the medical treatment 
plan of critical patients. In the case of atherosclerosis 
screening from CCTA images, there can be serious 
consequences if an AI system fails to detect the presence of 
the disease. This could result in a missed diagnosis, delayed 
treatment, and potentially life-threatening complications. If an 
AI system makes a recommendation without providing an 
explanation of how it arrived at that decision, healthcare 
professionals may not fully trust the system and may be 
hesitant to act on its recommendations. 

In this paper we study the overall explainability of a Deep 
Learning model created for atherosclerosis screening from 
Coronary CT Angiography images. The model we are trying 
to explain is a previously developed model, trained and tuned 
for the specific task of atherosclerosis screening. 

 

II. BACKGROUND 

A. What is AI ? and why deep learning? 

artificial intelligence is a wide term that refers to all types 
of computer systems trained to perform tasks that are normally 
associated with human intelligence or abilities, such as 
perception, reasoning, learning, and decision-making. AI 
systems are designed to analyze large amounts of data, 
recognize patterns, and make predictions or decisions based 
on that data. 

There are different types of AI systems, including: 

• Rule-based systems: AI systems that use pre-defined 
rules to make decisions or perform tasks. They are 
limited to the rules that have been programmed into 
them and cannot adapt to new situations. 

• Machine learning systems : AI systems that can learn 
from data and improve their performance over time. 
There are different types of machine learning, 
including supervised learning, unsupervised learning, 
and reinforcement learning. 

• Deep learning systems : a subset of machine learning 
systems that use artificial neural networks to analyze 
large amounts of data and learn from it. Deep learning 
systems are particularly effective in tasks that involve 
image and speech recognition, natural language 
processing, and other complex tasks. 

Deep learning involves the use of artificial neural 
networks that consist of multiple layers of interconnected 
nodes, each of which performs a specific function in the 
processing of data. The input data is fed into the network, and 
the network gradually learns to recognize patterns in the data 
by adjusting the weights of the connections between nodes. 

Deep learning has shown tremendous promise in computer 
vision and healthcare applications. It can analyze and interpret 
complex images, such as X-rays or MRI scans, with greater 
accuracy than traditional image analysis techniques. This 
ability has enabled medical professionals to diagnose diseases 
and conditions at an early stage, leading to better treatment 
outcomes. Additionally, deep learning has been used in 
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healthcare to improve patient outcomes through personalized 
treatment plans. By analyzing vast amounts of patient data, 
deep learning algorithms can identify patterns and correlations 
that would be impossible for human doctors to detect. This has 
the potential to lead to more accurate diagnoses, better 
treatment plans, and ultimately, improved patient outcomes. 
Overall, the combination of deep learning, computer vision, 
and healthcare has the potential to revolutionize the way we 
diagnose and treat diseases, ultimately leading to better 
healthcare for everyone. [2] 

 

B. Deep learning for atherosclerosis detection from 

Coronary CT Angiography 

Atherosclerosis is a common cardiovascular disease that is 
characterized by the accumulation of fatty deposits in the 
walls of arteries. Coronary CT Angiography (CCTA) is the 
key technique for atherosclerosis screening, it is a non-
invasive imaging technique that can be used to visualize the 
coronary arteries and detect the presence of atherosclerotic 
plaques [3]. However, interpreting CCTA images can be 
challenging and time-consuming, particularly when there are 
multiple plaques or complex plaque morphology. 

Deep learning algorithms have been developed to assist in 
the classification of CCTA images by automatically 
identifying and characterizing atherosclerotic plaques based 
on their morphology, composition, and location within the 
coronary arteries. These algorithms can analyze large amounts 
of data and learn to recognize patterns that are indicative of 
different types of plaques, such as calcified or non-calcified 
plaques. 

In a recent study [4], we created a deep learning model and 
trained it on a publicly available dataset.  

The dataset is an open-source collection of Coronary CT 
Angiography images for screening atherosclerosis. It consists 
of Mosaic Projection View (MPV) images of 18 views of 
straightened coronary arteries from 500 patients, created by 
combining unique ray-traced projections. The dataset was 
partitioned into 300 training images, 100 testing images, and 
100 validation images. To balance the dataset, the training 
images were augmented 6-fold. The validation dataset 
contains one randomly selected artery per normal case and one 
diseased case. [5] 

The model we used was a pretrained Residual network [6] 
with 101 layers. It scored 95.21% of accuracy, 90.48% 
positive predictive value, and 95.6% negative predictive 
value. 

 

C. Challenges and limitations of black-box AI models 

Black-box AI models, which refer to AI systems that are 
difficult or impossible to interpret, particularly Deep learning 
models, have become increasingly popular in the medical field 
for tasks such as atherosclerosis screening. However, there are 
several challenges and limitations associated with these 
models that need to be addressed to ensure their safe and 
effective use in clinical settings. 

Not understanding the full process happening inside the 
model leads to a lack of transparency in the decision-making 

process. This can be particularly problematic in the medical 
field, if healthcare professionals cannot understand how an AI 
system arrived at a particular diagnosis or recommendation, 
they may be hesitant to act on it.  

To address these challenges and limitations, recent 
research worked on developing AI models that are more 
transparent and interpretable, and to ensure that they are 
trained on unbiased and representative data. Additionally, 
there needs to be ongoing monitoring and evaluation of AI 
systems to ensure that they remain accurate and up to date with 
changes in the data and patient population. By addressing 
these challenges and limitations, the potential of black-box AI 
models to improve atherosclerosis screening and other 
medical tasks can be fully realized. 

D. Explainable AI Algorithms 

Explainable AI (XAI) algorithms are a type of AI system 
that is designed to be transparent and interpretable, allowing 
humans to understand how the AI system arrived at its 
decision or recommendation. XAI algorithms are intended to 
address the limitations of black-box AI models, which are 
often difficult or impossible to interpret. 

There are several popular explainable AI algorithms that 
are used to provide transparency and interpretability to AI 
models. In this paper we took interest in three algorithms: 

LIME (Local Interpretable Model-agnostic 
Explanations): LIME is a model-agnostic method for 
explaining the predictions of any black-box model. LIME 
works by creating a simpler, interpretable model that is locally 
faithful to the black-box model around the instance being 
explained. The simpler model can then be used to provide an 
explanation for the black-box model's prediction. [7] 

LIME works by generating perturbations around the 
instance being explained and measuring the impact of these 
perturbations on the model's output. The algorithm then uses 
these perturbations to create a simpler, interpretable model 
that is locally faithful to the black-box model around the 
instance being explained.  

LIME can provide a way to explain the prediction of any 
black-box model, without requiring knowledge of its internal 
workings. LIME is also a model-agnostic algorithm, meaning 
that it can be used with any type of model, including neural 
networks, decision trees, and support vector machines. 

 

Grad-CAM (Gradient-weighted Class Activation 
Mapping): Grad-CAM is an algorithm for generating 
heatmaps that visualize the importance of different regions of 
an image for a given classification decision. Grad-CAM 
works by computing the gradients of the output class score 
with respect to the feature maps in the final convolutional 
layer of a neural network. The resulting gradient-weighted 
maps are then used to generate a final heatmap that visualizes 
the importance of different regions of an image for a given 
classification decision. [8] 

The advantage of Grad-CAM over black-box models is 
that it provides a way to visualize the decision-making process 
of the neural network, which can be difficult to interpret using 
traditional methods. Grad-CAM also provides a way to 
identify which regions of an image are most important for the 
model's decision, which can be particularly useful in medical 
imaging. 
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Occlusion Sensitivity: Occlusion sensitivity is a technique 
for visualizing the importance of different regions of an image 
for a given classification decision by systematically occluding 
different parts of the image and measuring the resulting 
change in the model's output. By comparing the model's 
output for the original image and the occluded images, it is 
possible to identify the most important regions of the image 
for the model's decision. [9] 

Occlusion sensitivity is also a simple and easy-to-
implement algorithm, making it a useful tool for interpreting 
the decisions of machine learning models. 

 

E. XAI algorithms in atherosclerosis classification. 

The use of explainable AI algorithms in atherosclerosis 
classification offers the typical advantages such as increased 
transparency and improved decision making, but it also adds 
another layer to the task of the classification. The main 
advantage of classifying the images directly, without first 
segmenting them, is the rapidity of the task. When using XAI 
algorithms, we can add a layer on the explanation, where the 
highlighted areas are most likely areas of high activity, in our 
case it could be the location of buildup. This not only allows 
for a quick detection of the disease, but it also guides the 
doctor to which region to investigate for higher risk of plaque. 

 

III. RESULTS AND DISCUSSION 

For a full analysis of the model, we ran the three 
algorithms on a number of images from the validation dataset. 
We tested true positives , true negatives, and false negatives. 

False negatives were not part of the scope if this study, 
because they do not pose an urgent risk. A healthy patient that 
has been falsely classified as sick would be kept under medical 
care and eventually identified as healthy with further tests. 
While sick patients that were classified as healthy can be 
discharged without medical care, leading to further 
complications of their health. 

A. True positive  

 

True positive (TP) is a term used to describe a correctly 

predicted positive case. In other words, it is the case where 

the model correctly identifies a positive example as positive. 

In our case, the model has 90.48% positive predictive value, 

so it should be good at classifying positive cases. 

At first sight, all three algorithms show similar activity at the 

same regions of the image (Fig. 1). This means that the deep 

learning model we used relied heavily on this region for its 

final decision. 

The focus is on one small region, being highlighted in red, 

with no significant activity anywhere else. 

The explainable models offer an extra layer of performance, 

it shows the region with higher probability of plaque and 

residue, which is useful for the rest of the medical care 

process. 

B. True Negative (TN) 

True negative (TN) is a term used to describe a correctly 

predicted negative case. In other words, true negative occurs 

when the actual class of an image is negative, and the model 

correctly predicts it as negative. 

Our model has a 95.6% negative predictive value; and 

although it is considered as an impressive performance, it 

would help more to understand the reason behind the 

classification.  

Both GradCam and LIME show a more spread-out activity 

(Fig. 2), which is quite different from positive cases. 

However, occlusion sensitivity for TN does not look too 

different from the one of TP, so it cannot be used for 

comparison. 

 

C. False Negative  

A false negative (FN) is an error in binary classification 

where a negative outcome is predicted when the actual 

outcome is positive. In other words, a false negative occurs 

when a model fails to recognize a positive image or when it 

incorrectly classifies a positive example as negative. False 

negatives are particularly important in medical diagnoses as 

they can lead to the dismissal of sick people when their case 

ca be critical or even fatal. 

 

Fig. 1. Results of running the three XAI algorithms on positive 

cases classified as positive 

 

Fig. 2. Results of running the three XAI algorithms on 

negative cases classified as negative 
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All three algorithms show an activity that is less focused than 

true positives (Fig. 3), which explains the error in 

classification. It still is different from true negatives.  

The images have small areas of high activity (red regions), 

but also significantly large areas with lesser activity (orange 

and yellow regions). 

 

D. Comparaison between FN and TN 

As mentioned earlier, false negatives are of critical 
importance in medical applications, because they refer to 
patients who are positive but were classified by the model as 
negative. Their dismissal can lead to fatal complications. 

In this experiment, we compared the GradCam analysis 
of true negative cases and false negative cases. The choice of 
GradCam was due to it being the only algorithm that showed 
a significant variation in behavior . 

Fig. 4. shows that true negative cases generate heatmaps 
with a larger surface for high activity (red area) that is well 
spread vertically. This suggests that a larger region of the 
image was considered for the final decision of the model. 
Unlike true positive cases, where only a small region was 
considered, probably the location of plaque. 

As for false negatives, the heatmaps have a smaller 
localized surface for high activity (red area), with other 
region with lesser activity (orange and yellow areas). Having 
the lesser activity can explain WHY the images were falsely 
classified as negative, a larger area was considered for the 
final decision. 

In conclusion, GradCam shows a tangible difference 
between false negatives and true negatives, showing 
significant activity in small areas for false negatives, 
indicating not only that they were wrongfully classified , but 
the region for the physician to focus on before making their 
final decision. Eventually improving the performance of the 
model. 

IV. CONCLUSION 

Artificial intelligence techniques have revolutionized  
healthcare applications, offering human-like performance on 
classification tasks in a fraction of the time. However, they 
still can’t be trusted by most healthcare professionals due to 
the ambiguity behind the decision making process. 

Explainability algorithms allow us to unlock the full 
potential of AI, by offering an extra layer of trustworthiness 
in addition to the human level performance.  

In this paper we revisited a deep learning model used for 
atherosclerosis screening from Coronary CT Angiography. In 
an attempt to understand the reasoning of the model, we 
applied three of the most prominent algorithms used in 
explainable AI: Gradient-weighted Class Activation Mapping 
(GradCam), Local Interpretable Model-agnostic Explanations 
(LIME), and Occlusion sensitivity. The results we obtained 
offered not only more information about the classification, but 
also somehow improved the model’s performance. 

Positive cases correctly classified as positive (TP) showed 
high focused activity in one small area, which would suggest 
it is the location of plaque.  

Positive images that have been wrongfully classified  as 
negative (FN) have the same focused activity in a small 
region, which is an indication for the doctor to take a second 
look on the regions to make the final decision of the existence 
of plaque or buildup, and eventually the decision of the 
presence of atherosclerosis. 

Negative cases correctly classified as negative (TN) have 
a more spread-out heatmap, meaning that the model did not 
use one region for its final decision, but considered a wider 
area of the image. GradCam was the best algorithm to spot the 
difference between FN and TN. 

The main contribution of this study is proving that the deep 
learning model relies on detecting focalized high activity 
(most probably plaque position) for its final decision, this 
explanation makes the model more trustworthy. In addition, 
the study offers an extra layer of performance, as it shows the 
probable location of plaque in positive cases, and most 
importantly offers a way for telling true negative cases from 
false negative cases, which improves the overall performance 
of the model, and reduces the risk of early dismissal of sick 
patients. 

The study was limited to a number of samples , and should 
be better generalized in future research, other models with 
different performance should also be tested for comparison. 

 

 

Fig. 3. Results of running the three XAI algorithms on 

positive cases classified as negative 

 

Fig. 4.   A comparison between generated heatmaps of 
negative case classified as negative (left), and positive 

case classified as negative (right) 
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Abstract—Unmanned Aerial Vehicles (UAVs) have
emerged as a promising solution for providing wireless
coverage in areas that are difficult to access, such as
disaster zones and remote areas. The placement of
UAVs in the network is a challenging optimization
problem. In fact, the performance of the network is
mainly depends on the locations of UAVs. This paper
suggest the application of Simulated Annealing (SA)
for solving the UAVs placement problem. The main
objective is to determine the best locations of UAVs
in order to maximize the number of covered users. SA
is validated in terms of user coverage using six instances
with different numbers of UAVs. The simulation results
demonstrated that SA gives better results in compari-
son Particle Swarm Optimization (PSO).

Index Terms—Simulated Annealing, UAVs place-
ment problem, optimization

I. Introduction

Unmanned Aerial vehicles (UAVs) have received a lot of
attention as a prospective wireless connectivity solution.
UAVs can be rapidly deployed in emergency scenarios,
such as terrestrial BSs failure, to meet the sudden demand
for wireless devices [1, 2, 3]. Clearly, UAVs should be
deployed at locations that maximize the number of covered
users.

The placement of UAVs in a network is a complex
optimization problem that belongs to the family of NP-
Hard problems. Meta-heuristics have been proposed to
solve this problem with reasonable time execution, such as
Genetic Algorithm (GA) [5], Particle Swarm Optimization
(PSO) [6], Artificial Bee Colony (ABC) [7], Grey Wolf
Optimizer [8], and Brain Storm Optimization (BSO) [9].

In this study, we suggest the use of SA for solving
the UAVs placement problem. SA was validated using six
instances with various numbers of UAVs.

Fig. 1: UAV-based cooperative wireless network for disas-
ter situation [4]

The remaining sections of the paper are structured as
follows. The formulation of the UAVs placement problem
is presented in Section 2. SA is described in Section 3.
Results of simulation are shown in section 4. Section 5
contains the conclusion and upcoming works.

II. The UAV placement problem formulation
The system is modeled in a 3-dimensional deployment

area with two types of nodes such as users and UAVs.
Therefore, let:

• UV is the set of m UAVs: UV =
{UV1, UV2, ...., UVm}. Each UAV is equipped
with one radio interface to communicate with users
and other UAVs. The position of each UAV is defined
by its coordinates (x,y,z). The height (z coordinate)
of the drone is defined based on the coverage radius
and the visibility angle.

• US is the set of n users US = {US1, US2, ...., Un},
we assume that users are randomly distributed in a

a.aitsaadi@univ-boumerdes.dz
Boumerdes, Algeria
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2D rectangle area of dimension WxH. The user USi

is covered by a UAV UVj if it is within its coverage
radius R. Each user can be associated with at most
one UAV. It can be within a coverage radius of various
UAVs but it is associated with the closest UAV.

The main objective of this work is to determine the best
placement of a given number of UAVs in order to maximize
the coverage metric, depending on the locations of users.
The coverage metric for solution G is described below:

Cov(G) =
∑n

i=1(maxj∈{1,...m}σij
)

n
(1)

where the coverage variable σij is defined as follows:

σij = {
1 if USi is covered by UVj

0 Otherwise.
(2)

III. Simulated Annealing (SA)
In 1983, Kirkpatrick et al. [10] developed the single-

based meta-heuristic known as Simulated Annealing (SA).
The main concept of SA is based on the annealing theory
which simulates the cooling process of metal atoms. Nu-
merous optimization problems, such as the issue of node
placement [11, 12, 13], have been addressed using SA.

SA begins with an initial solution X and Temperature
Tmp. For each iteration t in [1tmax], SA searches for
X ′ the neighbor of the current solution X. X ′ solution
is accepted only in two cases: Firstly, if δ ≤ 0, where
δ = f(X ′) − f(X), f(X ′) and f(X) are fitness values of
the neighbor and current solution, respectively. Secondly,
if the Boltzmann probability P = e∆/T mp is greater
then a random value r and δ > 0. At the end of the
iteration, the temperature Tmp decreases with a cooling
factor Cf . This process is repeated until the maximum
number of iterations is reached. Algorithm 1 illustrates
the SA algorithm’s pseudo-code.

IV. Simulations
The performance of the SA in contrast to PSO will be

assessed in this section. The evaluation is done in terms
of coverage metric. The parameters used in simulation are
described in Table I.

Figures 2.a and 2.b report examples of a planned
network using SA and PSO, respectively. The planned
network is a solution of network instance with 12 UAVs
and 100 users. Green points represent users randomly
distributed in the deployment area of 200m×200m×25m.
Each installed UAV is represented by orange diamond.
These figures show that there is 15 and 25 uncovered
users by SA and PSO, respectively. Thus, SA gives betters
results in terms of coverage when compared with PSO.

As illustrated in Figure 3 and Table II, the performance
of SA is evaluated in terms of coverage under various
numbers of UAVs. The presented results demonstrated
that as the number of UAVs increases, the coverage in-
creases. In fact, the uncovered users have more chance to

Algorithm 1 The pseudo-code of Simulated Annealing
algorithm

1: Initialize SA parameters: Initial Temperature Tmp0,
cooling factor Cf , and number of the neighborhoods
ns in the search space.

2: Generate initial solution X
3: while (t < tmax) do
4: while (it < n) do
5: Generate X ′ using equation
6: Calculate ∆ = f(X ′) − f(X)
7: Generate a random uniform variable r
8: if (∆ < 0) then
9: Determine X ′ the neighbor of X

10: else
11: if (exp−∆/T mp > r) then
12: X = X ′

13: end if
14: end if
15: it = it + 1
16: end while
17: t = t + 1
18: end while
19: return The best solution Xbest

TABLE I: Parameters values considered in our simulations

Parameter Value
N° of users n 100
N° of UAVs m [2 12]
Coverage radius R 25 m
Width W 200 m
Length L 200 m
Height H 25 m
Total number of iterations 1000
N° of runs 10

be covered by the added UAVs. Again, the results proved
the effectiveness of SA in comparison with PSO.

TABLE II: Coverage under various number of UAVs
m 2 4 6 8 10 12
SA 23.3% 41.5% 56.9% 69.2% 78.3% 86.4%
PSO 25% 37.9% 49.7% 62% 68.5% 73.3%

Figures 4a, 4b, 4c, 4d, 4e, and 4f depict the convergence
of the proposed algorithms under various numbers of UAVs
(2, 4, 6, 8, 10, and 12, respectively). The presented results
showed that SA needs more iterations to achieve the global
optimum in comparison with PSO. However, the coverage
reached by SA is the best for most of cases.
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(a) (b)

Fig. 2: obtained placement using: (a) SA (b) PSO
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Fig. 3: Coverage under various numbers of UAVs

V. Conclusion

This paper presents the optimization of UAVs placement
for wireless coverage, which is a critical challenge for
providing connectivity in areas that are difficult to access.
The study proposes the use of SA as a meta-heuristic opti-
mization technique to solve the UAVs placement problem.
The results of the simulation experiments demonstrate
that SA outperforms PSO in terms of coverage metric.
For future work, we attempt to combine the global search
capability of PSO with the local search capability of SA
for solving the UAVs placement problem
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Abstract—Osteoarthritis (OA) of the knee is a prevalent and
chronic degenerative joint disease, affecting a substantial portion
of the global population. Diagnosis of OA can be challenging due
to the need for extensive analysis of medical imaging data, such
as X-rays and Magnetic Resonance Imaging (MRI). In this study,
we present a hybrid system that combines deep feature-based and
Machine Learning (ML) approaches for detecting knee OA. The
proposed method employs Gabor filter-based preprocessing, data
augmentation with translation and rotation, feature extraction
using the GoogLeNet model, feature selection via F-Score, and
classification using the Support Vector Regression (SVR) model.
Our experimental results demonstrate that the proposed ap-
proach outperforms existing state-of-the-art methods, achieving
an accuracy rate of 83.6%. These findings suggest that the hybrid
system has the potential to improve the accuracy and efficiency
of diagnosing knee OA.

Index Terms—KOA, Gabor filter, GoogLeNet, F-Sore, SVR.

I. INTRODUCTION

Osteoarthritis of the knee is a degenerative joint disease
that is characterized by the loss of cartilage and the dete-
rioration of joint function [1]. It is a major cause of pain,
disability, and reduced quality of life for millions of people
worldwide. The use of imaging techniques, such as X-rays
and Magnetic Resonance Imaging (MRI) [2], has long been
a valuable tool in the diagnosis of knee OA. However, the
interpretation of these images can be subjective and can vary
between radiologists. To address this challenge, researchers
have turned to Artificial Intelligence (AI) and Deep Learning
(DL) techniques to assist in the diagnosis of knee OA. Machine
Learning (ML) techniques have the potential to automate this
analysis, enabling faster and more accurate diagnosis of knee
OA. However, the performance of such techniques depends
heavily on the preprocessing and feature extraction methods
used. Preprocessing techniques such as edge detection and
image enhancement can improve the quality of the images and
facilitate the identification of key features. Features extraction
techniques can capture the most informative features in the
images, enabling accurate classification of knee OA. Several
studies have explored the use of Convolutional Neural Net-
works (CNNs) for the detection of knee OA from radiographs.

For example, Jakaite et al. [3] used different texture features
and ML methods to analyze high-resolution X-ray images.
The Haralick features and Zernike moments were used to
optimize the performances of the ML techniques, including
Random Forest (RF), Support Vector Machines (SVM), Ar-
tificial Neural Network (ANN), and the proposed GMDH-
type network. Zernike moments with DMDH provided better
accuracy (77.5%) than Haralick features. Wang et al. [4]
proposed an automated approach for knee OA classification
using Deep Neural Network (DNN). The approach involves
preprocessing the knee X-ray images using frequency-domain
filtering and histogram normalization, and a two-step classifi-
cation strategy is used to extract the joint center and classify
OA grades. The method reported a classification accuracy
of 81.41%. The proposed techniques appear effective, but
further validation is needed on larger and more diverse datasets
before implementing them in the clinical setting. Cueva et al.
[5] proposed a semi-automatic CADx model based on Deep
Siamese CNN and a fine-tuned ResNet-34 for detecting OA
lesions in the two knees according to the KL scale. The model
was trained using a public dataset, and the validation was
performed using a private dataset. The imbalanced dataset
problem was addressed using transfer learning. The model
achieved an average multi-class accuracy of 61%, with better
performance for classes KL0, KL3, and KL4 than KL1 and
KL2. The model results were compared and validated using
the classification of experienced radiologists. Lim et al. [6]
presented a DL approach to predict the presence of OA in
subjects aged 50 years and older using statistical data. The
study uses a DNN and Principal Component Analysis (PCA)
to automatically generate features from the data and identify
risk factors for OA prevalence. They achieved an accuracy of
71.97%.

In this study, we propose a novel ML-based approach for
the detection of knee OA that includes several innovative
techniques, including Gabor filter-based preprocessing, data
augmentation with translation and rotation, feature extraction
with GoogLeNet model, feature selection with F-Score, and
classification with Support Vector Regression (SVR) machine.
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The proposed approach aims to improve the accuracy and
interpretability of knee OA detection, making it more suitable
for clinical use.

The remainder of this paper is organized as follows: Section
II presents materials and methods where the dataset and the
methods used are described. In Section III the obtained results
are reported and discussed. A conclusion is provided in Section
IV.

II. MATERIALS & METHODS

A. Dataset

The dataset used in our experiment was obtained from
the publicly accessible Osteoarthritis Initiative (OAI) database
[7]. The data contains 688 radiographs of the knee that have
been categorized using the Kellgren and Lawrence (KL) rating
system (KL0, KL2). We compared grade (no OA) to disease
overall grade KL2 (mild OA). In our study, we worked with
the medial region of the knee radiographic image. Fig. 1
shows the Region Of Interest (ROI) used in our work. Table
I demonstrates the data distribution.

TABLE I
DATA DISTRIBUTION

Data Training data Test data Validation data
KL0 262 58 24
KL2 262 58 24

Fig. 1. Knee radiographic image

B. Methods

Our approach to classifying KOA involves several tech-
niques, which we will describe in this section. The method
we propose consists of four main steps: firstly, we perform
artifact removal through preprocessing, followed by deep fea-
ture extraction. Then, we apply feature selection using F-Score

and finally classify the results into KL0 and KL2 categories.
Fig. 2 provides a visual representation of the flowchart of our
proposed approach.

1) Preprocessing: The Gabor descriptor is widely used for
textured images and has been shown to be robust to changes
in illumination and scale in several works in the literature.
This descriptor allows the extraction of microstructure and
macrostructure information that describes the texture in an
image. Linear Gabor filters are used for various applications
such as iris recognition, object detection, and medical imaging
[8]–[10].

The Gabor filter is a complex wavelet filter created by
multiplying a modulated sine and cosine wave by a two-
dimensional Gaussian window. The Gaussian function is used
to define the spatial extent and the bandwidth of the filter,
while the sinusoidal wave is used to define the frequency
and orientation of the filter. By varying the parameters of
the Gaussian and sinusoidal functions, Gabor filters can be
designed to selectively highlight different features of an image,
such as edges, textures, or blobs. The 2D Gabor filter is
described mathematically in equations (1) and (2):

g(x, y) =
1

2πσxσy
exp

(
−1

2

(
x̄2 + ȳ2

)
σ2
x + σ2

y

+ 2πjWx̄

)
(1)

x̄ = x cos θ + y sin θȳ = −x sin θ + y cos θ (2)

where : σx and y indicate the spread of the current pixel in
the neighborhood. W is the center frequency of the complex
sinusoid. θ ∈ [0, π] denotes the orientation of the bands. The
number of oscillations and the angle of the Gabor filter are
determined by the frequency and orientation. These two main
parameters allow a representation of multi-scale and multi-
orientation textures, the adjustment of which is given by the
following formulas (3) and (4):

dy

dx
= f(x, y) (3)

y(x0) = y0 (4)

In summary, in order to extract the Gabor descriptor, the
image is convoluted with a bank of Gabor filters at different
frequencies and orientations, and the resulting histograms are
used as feature vectors for texture classification. Fig. 3 shows
the result of the preprocessing stepp.
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Fig. 2. Proposed method

Fig. 3. The result of preprocessing

2) Data augmentation: To increase the size and diversity of
the training dataset, we applied data augmentation techniques,
including translation and rotation. The translation is performed
by shifting the image horizontally and vertically, while rotation
is performed by rotating the image around its center. This
approach creates new training examples that are similar to the
original images but with slightly different perspectives. This
helps to improve the generalization ability of the ML model
and reduce overfitting.

3) Features extraction: DL is a subset of ML that uses
ANN to solve tasks in various application domains such as
object detection, speech recognition, and image classification.
Over time, several variants of ANN have been developed,
such as Recurrent Neural Network (RNN), Long-Short-Term
Memory (LSTM), and CNN. The latter is the subject of
our study for a texture classification task in medical images
revealing AO.

CNNs use a mathematical operation called convolution to
extract relevant and deep features from images, then apply
pooling to reduce the dimensionality of these features. These
two techniques are organized into a layer system. Different
arrangements and settings of these parameters and layers have
given rise to several CNN variants. The different CNN variants
that have won the ImageNet Large-Scale Visual Recognition
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Challenge (ILSVRC) each in a specific year are AlexNet,
ResNet, VGG, GoogLeNet, etc. GoogLeNet [11], which we
will discuss in more detail, is the CNN variant we used in this
article.

GoogLeNet [11], also known as Inception v1, is a deep con-
volutional neural network architecture developed by Google
researchers in 2014. It was designed to improve the accuracy
and efficiency of image classification tasks by reducing the
number of parameters in the network while increasing its depth
[12]. The main innovation of the GoogleNet architecture is the
use of a module called the Inception module, which combines
filters of different sizes (1x1, 3x3, and 5x5) in parallel to
capture different levels of spatial information within an image.
By using filters of different sizes, the Inception module can
capture both fine-grained and coarse-grained features of an
image. Another key feature of the GoogleNet architecture
is the use of the auxiliary classifier, which is designed to
mitigate the vanishing gradient problem that occurs in deep
neural networks. The auxiliary classifier consists of a small
classifier attached to an intermediate layer of the network,
which encourages the network to learn more robust features.
Overall, the GoogleNet architecture achieved state-of-the-art
performance on the ImageNet Large Scale Visual Recognition
Challenge (ILSVRC) in 2014, and has since become a popular
choice for image classification tasks. Its success has inspired
further development of the Inception family of models, in-
cluding Inception v2, Inception v3, and Inception-ResNet.
Fig. 4, illustrates the architecture of the Inception model with
several parallel convolutional layers of different filter sizes
(1x1, 3x3, 5x5), allowing it to detect features at different
scales. In addition, it also uses pooling convolutions to reduce
the dimensionality of the data and thus reduce computational
costs. The outputs of each branch are concatenated and passed
to the next layer [13].

Fig. 4. A simplified architecture of the CNN used in GoogLeNet

GoogLeNet consists of 22 layers, including 9 Inception
modules connected to the global average pooling layer. The
final output of the network is a softmax layer, which produces
the predicted class probabilities. The overall architecture of
GoogLeNet is illustrated in Fig. 5.

Fig. 5. Last layers of the GoogLeNet before finetuning

Fig. 6 shows the features extracted by GoogLeNet architec-
ture.

Fig. 6. Features of a Convolutional Neural Network

4) Features selection: To identify the most informative
features for classification, we used the F-Score feature se-
lection [14]. The F-score is a statistical method for selecting
features that evaluate each feature individually and rank them
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accordingly. The higher the F-score value, the more relevant
the feature is considered to be [15]. Equation (5) explains the
formula of the F-Score.

F -Score(fi) =

∑
j(nj/(c− 1))(µj − µ)2

1
n−c

∑
j(nj − 1)σ2

j

(5)

x represents the i feature, x denotes the total number of
instances belonging to class j, and n represents the total
number of instances across all classes [16]. The variable µ
refers to the mean value of the features across all classes,
while µj indicates the mean value of the features in the j
class. The standard deviation of class j is denoted by σ.

5) Classification: We used an SVR for the classification of
knee OA. SVR is a type of ML algorithm that is used to predict
a continuous output variable. It is a variation of the SVM
algorithm, which is commonly used to solve classification
problems [17].

SVR’s main idea is to find a hyperplane in a high-
dimensional space with the greatest possible margin to the data
points. The hyperplane is used in SVR to make predictions
for new data points. SVR works by reducing the difference
between predicted and actual values. A loss function is used
to calculate the error, which penalizes the algorithm when it
makes large errors. The epsilon-insensitive loss function is the
most commonly used loss function in SVR [18].

In this study, we tested other classifiers and compared them
to the proposed method. This includes decision Tree (DT),
Support Vector Machine (SVM), and KNN.

III. RESULTS AND DISCUSSION

The following section presents the key findings from the
experiments conducted on high-resolution X-ray images, using
various features and ML techniques outlined in the Data sec-
tion. Specifically, GoogLeNet features were employed, and the
experiments were carried out using DT, SVM, KNN, and the
SVR model. Fig. 7illustrates the main outcomes. The results
indicate that the SVR model utilizing GoogLeNet parameters
achieved superior accuracy compared to other classification
techniques, including DT, KNN, and SVM.

A confusion matrix is a table that is often used to describe
the performance of a classification model. In this case, the
rows represent the actual class of the data and the columns
represent the predicted class. Fig. 8 shows the confusion
matrix. Four different models combining deep learning and
machine learning classifiers were used for the classification of
knee images: GoogLeNet with SVR, GoogLeNet with KNN,
GoogLeNet with DT, and GoogLeNet with SVM. According
to the confusion matrix, the GoogLeNet model with the
SVR model correctly predicted 44 positive samples (True
Positives) and misclassified 5 negative samples as positive
(False Positives). On the other hand, it incorrectly predicted
14 positive samples as negative (False Negatives) and correctly
predicted 53 negative samples (True Negatives). Overall, this
model seems to have performed well with a relatively high true
positive rate compared to the false negative rate. GoogLeNet

model with KNN correctly predicted 41 positive samples and
misclassified 13 negative samples as positive. It also incor-
rectly predicted 17 positive samples as negative and correctly
predicted 45 negative samples. Based on the confusion matrix,
this model has a lower true positive rate and a higher false
negative rate compared to the previous model.

Fig. 7. Comparison of classification performance of the four different
classifiers

The GoogLeNet model with DT had similar results to
the KNN model. It correctly predicted 42 positive samples
and misclassified 12 negative samples as positive. It also
incorrectly predicted 16 positive samples as negative and
correctly predicted 46 negative samples.

Lastly, the GoogLeNet model with SVM correctly predicted
43 positive samples and misclassified 5 negative samples
as positive. It incorrectly predicted 15 positive samples as
negative and correctly predicted 53 negative samples. This
model appears to have a similar performance to the first model
we discussed with a high true positive rate and a relatively low
false negative rate.

Overall, it seems that the GoogLeNet model with SVR and
the GoogLeNet model with SVM performed the best in terms
of correctly predicting positive samples.

The results presented in Table II show the performance of
different classification models for knee OA, with and without
feature selection using an F-Score. The evaluation metric used
is accuracy (Acc), which measures the proportion of correctly
classified instances.

The results demonstrate that the feature selection process
improves the accuracy of most models. For instance, the
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(a) (b)

(c) (d)

Fig. 8. Confusion matrix for KOA classification: (a) GoogLeNet+SVR, (b) GoogLeNet+KNN,(c) GoogLeNet+DT, and (d) GoogLeNet+SVM

TABLE II
COMPARISON OF CLASSIFICATION RESULTS WITH AND WITHOUT FEATURE

SELECTION.

With features se-
lection

Without selection
features

GoogLeNet+SVR 83.6 78.45
GoogLeNet+KNN 74.1 70.5
GoogLeNet+DT 75.9 71.3
GoogLeNet+SVM 82.8 76.65

GoogLeNet+SVR model achieved an accuracy of 83.6% with
feature selection, compared to 78.45% without it. Similarly,
the GoogLeNet+SVM model achieved an accuracy of 82.8%
with feature selection and 76.65% without it.

However, it is worth noting that not all models ben-
efit equally from feature selection. For instance, the
GoogLeNet+KNN model only saw a small improvement in
accuracy with feature selection (from 70.5% to 74.1%), while
the GoogLeNet+DT model saw a more significant improve-

ment (from 71.3% to 75.9%). The results suggest that feature
selection using an F-Score can be a useful technique for
improving the accuracy of classification models for knee OA.
However, the effectiveness of feature selection may depend on
the specific model used.

Comparing our results with the most recent methods(Table
III ), our proposed approach outperforms several other ML-
based methods for knee OA detection. For example, the
method proposed by Lim et al. achieved an accuracy of
71.97% [6], while our approach achieved an accuracy of
83.6%. Similarly, the method proposed by Jakaite et al [3].
achieved an accuracy of 77.5%. These results demonstrate that
our proposed approach is highly effective for detecting knee
OA, and represents a significant improvement over the existing
methods. In conclusion, the proposed approach combines
several innovative techniques and achieves high performance
for knee OA diagnosis. The high accuracy of the proposed
approach indicates that it can be used as an effective tool
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TABLE III
COMPARISON OF CLASSIFICATION RESULTS WITH AND WITHOUT FEATURE SELECTION

Authors Year Features extraction method Classifiers Acc (%)
Lim et al. [6] 2019 DNN with PCA / 71.97S
Jakaite et al. [3] 2021 Zernike moment GMDH 77.5
Cuiva et al. [5] 2022 ResNet-34 / 61
Proposed method 2023 GoogLeNet SVR 83.6

for the early detection and diagnosis of knee OA, which
may contribute to improved patient outcomes and reduced
healthcare costs.

IV. CONLUSION

The present study proposes a hybrid system that combines
deep feature-based methods and Machine Learning techniques
for detecting knee osteoarthritis. The proposed approach com-
prises Gabor filter-based preprocessing, data augmentation,
feature extraction utilizing the GoogLeNet model, feature
selection via F-Score, and classification using SVR. Empirical
findings reveal that the proposed approach surpasses other
methods in detecting knee OA. This research presents a
promising solution to the challenging task of diagnosing knee
OA through the analysis of medical imaging data. Further-
more, it highlights the potential of ML techniques in the field
of healthcare to enhance diagnosis and treatment outcomes.
Further investigation may explore the feasibility of applying
this approach to other stages of OA and imaging modalities,
as well as its integration into clinical practice for personalized
medicine.
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Abstract— Electromyographic (EMG) signal can be 
used for biomedical applications. It is complicated in 
interpretation, so it acquires advanced methods for 
detection, decomposition, processing, and classification. 
It can be detected on the skin surface above the aimed 
muscle. The assessment of the effects of anatomical, 
physiological and detection system parameters on the 
shape of the detected surface EMG signal is more 
evident by using the signal generated by a single motor 
unit (MU). As the motor unit action potential (MUAP) 
has a non-Gaussian nature, the fourth order moment 
known as Kurtosis becomes a good indicator of the 
effects of anatomical and detection system parameters 
on the shape of the detected signal. The aim of this work 
was to evaluate the effects of the anatomical and the 
detection system parameters (the depth of the fibres 
within the muscle, thicknesses of the fat and skin layers, 
inter-electrode distance and the radius of the circular 
electrode) on the Kurtosis of the simulated surface 
MUAP signal generated in a multilayer cylindrical 
volume conductor contains the limb muscle. The MUAP 
is detected on the skin surface with a detection system 
which is constituted by height (four 1D and four 2D) 
spatial filters with a grid of nine circular electrodes.  
 
Key words: Kurtosis, muscle anatomy, non-Gaussian distribution, 
volume conductor, spatial filter. 

I. INTRODUCTION 

Urface EMG is used extensively to determine the 
muscle activation patterns of neuromuscular functions 
such as motor control, posture, and movement [1]. 

Surface motor unit action potential (MUAP) is the 
elementary component of surface EMG signal as the motor 
unit (MU) is the elementary component of the muscle. 
Modelling of surface MUAP is important for the 
interpretation of the experimental recordings of the 
electromyogram (EMG) [2]. Many generation models of 
the surface EMG signal have been proposed in the past [3], 
[4]. These models depend on volume conductor 
description. Analytical [3], [5] and numerical [6], [7] 
approaches have been proposed for the description of the 
electrical properties which separate the muscle fibres and 
the detection system. Cartesian [3], and cylindrical [4], [8], 
[9] coordinate systems have been adopted for its 
mathematical description (the Volume conductor). The 
main steps for modelling the surface MUAP are [3]: a) 
mathematical description of the volume conductor, b) 
modelling of the detection system and c) description of the 

generation, propagation and extinction of the intracellular 
action potential (IAP). In the 2D spatial filtering techniques 
approach, the volume conductor and the detection system 
are described by transfer functions in the two dimensional 
(2D) spatial frequency domains. According to the number 
of layers, the cylindrical volume conductor can be 
consisted of one (muscle only) [10], two (muscle and fat) 
[4], [8], three (muscle, fat and skin) [8], [9] or multilayer 
(bone, muscle, fat, skin and air) [4]. Many estimators of the 
amplitude and the spectral characteristics of the surface 
MUAP signal are used. The most commonly used 
estimators of amplitude features are the average rectified 
value (ARV) and the root mean square (RMS) and the 
spectral variables commonly used are the mean and the 
median frequency (MNF and MDF) [11]. Given the non-
Gaussian nature of the EMG signal [12], it has been shown 
that the effects of anatomical [13] and detection system 
[14] parameters are better evaluated by the Kurtosis.  

 We analysed, in this article, the effects of the anatomical 
(the depth of fibres within the muscle, the thicknesses of 
the isotropic layers) and detection system (inter-electrode 
distance and the radius of the circular electrode) parameters 
on the kurtosis of the surface motor unit action potentials 
(MUAPs) signal generated in a multilayer cylindrical 
volume conductor contains the limb muscle and detected by 
height spatial filters. These investigated filters are the 
longitudinal and transversal single differential (LSD and 
TSD), the longitudinal and transversal double differential 
(LDD and TDD), the normal double differential (NDD) the 
inverse rectangle (IR) and the inverse binomial filter of 
order two (IB2) [15], [16] and the bi-transversal double 
differential (BiTDD) [17]. 

 We show that increasing of the depth of the fibres within 
the muscle decreases the kurtosis of each signal. However, 
when the thicknesses of the isotropic layers (fat and skin) 
increase, the kurtosis corresponds to each signal keep 
almost the same value. The kurtosis of the TDD signal was 
the least sensitive to the variation of the anatomical 
parameters. The Kurtosis corresponds to the LSD, LDD, 
NDD and IB2 signals increased when the inter-electrode 
distance increase and decreases when the radius of the 
circular electrode increases.   

II.  METHODS 

A. Simulation of the surface MUAP 

The surface MUAP was simulated using the analytical 
model describing the volume conductor as a cylindrical 
layered medium [4], [8], [9] and which was implemented as 

S
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described by Farina et al., [4]. The volume conductor which 
contains the limb muscle is composed of five layers that are 
bone, muscle, fat, skin and air as shown in Figure 1. 

 Parameters of simulation corresponding to the volume 
conductors are described in the table 1. These parameters 
are adapted to the studied volume conductor [4], [18], [19]. 
The simulated signals are obtained by taking into account 
the generation, propagation, and extinction of the 
intracellular action potential (IAP), at the neuromuscular 
junction, along the fibre and at the tendons respectively. 
These phenomena are described by progressive generation, 
propagation and extinction of the first derivative of the IAP 
[3]. The current density source is obtained from the second 
derivative of the IAP described analytically by Rosenfalck 
[20]. The source is internal (it is only under the fat and skin 
layers). It is propagated along the longitudinal direction 
(along z axis). Surface MUAPs signals were modelled. The 
conduction velocity was set to sm /8.3 . The neuromuscular 
junction was in the centre of the fibre. The fibre semi-

length was mm50  ( mmLL 5021 == ) [4]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
Figure. 1. Non-homogeneous and anisotropic multilayer cylindrical 
volume conductor describing the limb muscle. The volume conductor is 
constituted of bone, muscle, fat, skin and air layers. a, b, c and d represent 
the radial distances between bone-muscle, muscle-fat, fat-skin and skin-air 
interfaces, respectively. The muscle fibres are oriented along the z axe 
(longitudinal direction). The depth of the fibres within the muscle is 
represented by the distance between the fibre and the detection point [4]. 

Table I. Selected parameters of the volume conductor model to generate 
SFAP signal from the limb muscle [4]. 

 
Parameter   Description  Value 

a 
 
Radius of the bone  

mm20  

b 
 
Radius of bone + muscle compartment   

mm45  

c 
 
Radius of bone + muscle + fat   

mm48  

d 
 
Radius of the volume conductor  

mm50  

mzσ  
 
Longitudinal conductivity of the muscle  

mS /5.0  

θmσ
 

 
Angular conductivity of the muscle  

mS /1.0  

bσ  
 
Conductivity of the bone  

mS /02.0  

fσ  
 
Conductivity of the fat  

mS /05.0  

sσ  
 
Conductivity of the skin  

mS /1  

LR0
 

 
Distance between fibres and the 
detection point.  

mm1  

v  
 
Conduction velocity  

sm /8.3  

0θ  

 
Angular distance between the source and 
the centre of the detection system   

- 

α  
 
Angle of inclination of the fibre  - 

B. The detection system 

The detection system is modelled as a two-dimensional 
spatial filter rotated by an angle with respect to the fibres 
direction and it is constituted of 1D and 2D spatial filters 
according to the weights given to the electrodes. The 
investigated filters are the TSD, TDD, LSD, LDD, NDD, 
IR, IB2 and the BiTDD. 

 Figure 2 shows the electrodes arrangement with respect 
to the muscle fibres orientation and the filter weights for 
each spatial filter. Electrodes arrangement is adapted to the 
volume conductor shape [4]. 

The transverse direction of electrodes arrangement is 
along the angular direction. The coordinates of the 
detection point are )0,0(),( 00 =θz [4], [18]. The steps 

forward to model the surface MUAP signal (the anatomical 
and the physiological parameters of the volume conductor 
such as the depth of the fibres within the muscle, 
thicknesses of the different layers, conductivities of the 
anisotropic and the isotropic layers and the detection 
system parameters such as the inter-electrodes distances, 
the angle of inclination of the fibres with respect to the 
centre of the detection system and the shape and 
dimensions of the detection electrodes) are fully described 
in the section II. 
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Figure 2. A schematic representation of the spatial filter configurations on 
a nine-electrode grid arranged with respect to the muscle fibre direction 
(a). The abbreviations of these spatial filter configurations are: TSD: 
Transversal Single Differential; TDD: Transversal Double Differential; 
LSD: Longitudinal Single Differential; LDD: Longitudinal Double 
Differential; NDD: Normal Double Differential; IR: Inverse Rectangle; 
IB2: Inverse Binomial of order two ([15], [16]) and BiTDD: Bi-
Transversal Double Differential ([5], [17]). 

C. What is the Kurtosis? 

To estimate the effects of the anatomical parameters on 
the shape of the surface MUAP signal generated from the 
limb muscle, we used the Kurtosis as an indicator of 
evaluation. The normalized fourth moment, known as, 
kurtosis of the desired signal is defined by [21]: 
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Where, MUAP  represent the studied signal. 

III.  RESULTS 

Figure 3 shows the effect of the depth of the fibres within 
the muscle on the kurtosis of the TSD, TDD, IR and 
BiTDD signals. When the depth of the fibres within the 
muscle increased, the kurtosis corresponds to the TSD, 
TDD and BiTDD signals decreased and the kurtosis of the 
IR signal increased. This implies that the TSD, TDD and 
BiTDD signals become broader with increasing of the 
depth of the fibres within the muscle and the IR signal 
becomes shorter. 

Figure 4 shows the effect of the thickness of the fat layer 
on the kurtosis of the TSD, TDD, IR and BiTDD signals. 
When the thickness of the fat layer increased, the kurtosis 
of the TSD and the BiTDD signals decreased slightly and 
the kurtosis of the IR signal increased slightly but the 
kurtosis of the TDD signal remain constant. This result is 
due to the negligible effect of the thicknesses of the 
isotropic layers on the shape of the TDD signal.    
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Figure 3. Influence of the depth of fibres within the muscle on the Kurtosis 
of the signals detected by TSD, TDD, IR and BiTDD filters. These results 
were simulated by using the parameters shown in the table I.  
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Figure 4. Effect of the thickness of the fat layer on the Kurtosis of the 
signals detected by TSD, TDD, IR and BiTDD filters. These results are 
simulated by using the parameters shown in the table I. 

Figure 5 shows the effect of the thickness of the skin 
layer on the kurtosis of the signals detected by the 
investigated spatial filters and generated in the limb 
muscle. When the thickness of the skin layer increased, the 
kurtosis value of the TSD, TDD, IR and BiTDD signals 
remain almost constant. The only difference resides in the 
value of the kurtosis corresponds to each signal. This 

means that the kurtosis of the signals detected by the fourth 
investigated spatial filters is not sensitive to the variation of 
the thickness of the skin layer.  

It has been indicated that amplitude and spectral 
variables of surface EMG signals are very sensitive to 
electrodes orientation [18], [22]. Figure 6 shows that 
increasing the inter-electrode distance increases the 
Kurtosis value corresponds to each signal.  
The rate of increase of the Kurtosis in relation to the inter-
electrode distance is different from an applied detection 
system to another. It is necessary to mention that when the 
inter-electrode distance increases, the kurtosis decreases 
until the inter-electrode distance equal 12 mm, the kurtosis 
start with increases. 
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Figure 5. Effect of the thickness of the skin layer on the Kurtosis of the 
signals detected by TSD, TDD, IR and BiTDD filters. These results are 
simulated by using the parameters shown in the table I.  
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Figure.6. Effect of the inter-electrode distance on the Kurtosis corresponds 
to the LSD, LDD, NDD and IB2 signals. These results are simulated by 
using the parameters shown in the table I. 
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Figure.7. Effect of the radius of the circular electrode on the Kurtosis 
corresponds to the LSD, LDD, NDD and IB2 signals. These results are 
simulated by using the parameters shown in the table I. 
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Fig. 7 shows the effect of the radius of the circular 
electrode on the kurtosis of the signals detected by the 
LSD, LDD, NDD and IB2 spatial filters and generated 
from the limb muscle. When the radius of the circular 
electrode increased, the kurtosis value decreased. The rate 
of decrease of the kurtosis is different from one filter to 
another i.e. this decrease shows the effect of the dimension 
of the electrode on the selectivity of each spatial filter. 

IV.  CONCLUSION 

The non-Gaussian nature of the generation and detection 
phenomenon of the EMG signals us to allow using 
parameters of random processes for analyze and interpret 
the effects of the parameters related to the anatomy and the 
physiology of the muscle, thus the detection system. 
Among the random parameters, the kurtosis is an important 
parameter.  
We show that the effect of the depth of the fibres within the 
muscle on the kurtosis is more important than the effects of 
the thicknesses of the fat and the skin layers. When the 
thicknesses of the fat and skin layers increase, the kurtosis 
of the simulated signals remain almost constant, this is not 
the case when the depth of the fibres increases. The 
increase of the inter-electrode distance increases the 
kurtosis corresponds to each signal and the increase of the 
radius of the circular electrode decrease them. 
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Abstract—The rapid increase in the number of vehicles and
road congestion led to heterogeneous, dynamic, and large-scale
vehicular networks, which are making it hard to meet the strict
requirements, such as low latency, high mobility, and huge con-
nectivity of 5G networks. Namely, 5G Vehicular Communication
Networks are a potent instrument that makes a variety of vehicle
data services and applications possible. With the advent of 5G,
operators will be able to take advantage of newly available
infrastructure capabilities. Traffic control, accident avoidance,
ease of travel, and convenience are supported by an infrastructure
that can offer a wide range of capabilities and is supported by
Software Defined Networking (SDN) for vehicle networks. Low
latency, more bandwidth, and more prolonged error-free con-
nections can be achieved by utilizing 5G-IoV networks built on
SDN. SDN keeps a positive novelty in network programmability,
allowing for more intelligent network management. In this essay,
we give a summary of earlier wireless communication-based
works. First, a brief explanation of three key ideas: the IoV, 5G,
and SDN. The second section offers a review of different SDN-5G
vehicular network applications, with a focus on analyzing and
contrasting Software-defined Network (SDN) operations across
many parameters. The difficulties and requirements of SDN-
based 5G Internet of Vehicle networks will also be covered. This
survey serves as a catalyst for improving the emerging robustness,
connectivity, and latency of SDN-IoV architectures in the future.

Index Terms—SDN, 5G, IoV, Vanet, SDN-5G vehicular net-
works.

I. INTRODUCTION

It is challenging to meet the demanding requirements of 5G
networks, such as low latency, high mobility, and massive con-
nections, due to the heterogeneous, dynamic, and large-scale
Internet of Vehicles that have emerged as a result of the rapid
growth in vehicle numbers and traffic congestion ( [1]). In
contrast to conventional vehicular networks (VANets [2]), the
Internet of Vehicles (IoV) or Connected Vehicles (CV) offers
drivers services that increase traffic safety and road comfort.
It does this by combining Intelligent Transportation Systems
(ITS) and the Internet of Things (IoT). This new concept sup-
ports data exchange between vehicles and everything (V2X),
including five communication types: vehicle-to-vehicle (V2V),
vehicle-to-infrastructure (V2I), vehicle-to-roadside unit (V2R),
and vehicle-to-sensor (V2S), vehicle-to-personal device (V2P),
via various communication technologies (e.g. 3G/4G/Long

Term Evolution (LTE)-A/5G)) [3]. A powerful instrument for
allowing multiple vehicular data services and applications is
the 5G vehicular communication network. With the advent of
5G, operators will be able to benefit from upgraded infras-
tructure thanks to new features and technologies. Its capacity
to provide the infrastructure for a variety of facilities that
rely on software-defined networking (SDN) based on vehicle
networks for traffic control and accident avoidance is one of
its distinguishing features. [4]. The development of software-
defined networking has had an impact on how new vehicular
network architectures are designed, as well as how V2X
services are implemented in the next intelligent transportation
systems. Low latency, better bandwidth, and longer error-free
connections can be provided via SDN-based 5G-IoV networks,
enabling network management with superior intelligence. [5].

In this paper, we provide an overview of previous works
based on wireless communication. First, a brief summary
of current research and technologies: IoV, 5G, and SDN.
Second, some SDN based 5G vehicular network applications
are outlined, focusing on examining and comparing the works
of software-defined networking on several parameters. In
addition, the challenges and requirements of SDN-based 5G
IoV networks are discussed. This survey serves as a catalyst
for improving latency, and connectivity, and the robustness of
routing protocols for future SDN-IoV architectures.

The remainder of the paper is organized as follows: the
current research and technologies based on wireless commu-
nication are detailed in Section 2. A comparative study of
previous works of SDN based are discussed in Section 3.
Analysis and discussion about SDN-based 5G-IoV is detailed
in Section 4. Finally, we conclude our work in Section 5.

II. BACKGROUND AND OVERVIEW

In this section, we provide a brief background and overview
of IoV (in Section II-A) and SDN (in Section II-B) technolo-
gies, 5G (section II-C) and SDN based 5G-IoV (in Section
II-D) as follows.
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A. Internet of Vehicles networks

In order to enhance traffic safety, provide services for
drivers, and increase comfort on the road, researchers have
proposed to combine ITS and the Internet of Things leading
to what we call Internet of Vehicles networks. IoV is a
new concept, and it differs from the well-known concept
of Vehicular Ad-Hoc Networks. Indeed, IoV offers facilities
allowing vehicles to connect to any object, hence resolving
problems that occur on the road, such as accidents, crimes,
and any health aspects (road traffic deaths, road deaths, and
injuries). Thus, IoV aims basically to ensure more safety and
so help drivers reach their destination by providing different
entertainment services during the journey. On another hand,
the Internet of Vehicles is considered a dual platform that
combines network and intelligence. In a such platform, ve-
hicles can use several communication technologies (such as
5G, 4G/LTE, Wave, etc.) to ensure connections between them
and their environment. Based on that communication, six new
communication modes are developed V2V, V2I, V2P, V2S,
V2R, and V2C. In fact, the design of IoV encourages the use
of cloud computing and fog computing capabilities to enhance
different computing tasks such as processing and storage [6].
(See Fig. 2)

Fig. 1: V2X Communications in IoV.

B. Software Defined Networks (SDN)

One of the newest networking approaches, software-defined
networks (SDN), is distinguished by the separation of the
control plane and data plane. A controller, a logically central-
ized entity, is employed in the control plane to keep an eye
on and control network resources. By maximizing the use of
network resources, controllers are intended to enhance overall
network performance (i.e., effective communication and flow
control). The network infrastructure used for data forwarding,
known as the data plane, consists of forwarding hardware and
wired or wireless communication channels. Using standardized
interfaces like OpenFlow, SDN enables devices from various
manufacturers to communicate with one another. This provides
programmable and flexible network architecture design and
facilitates network monitoring and administration. [7]. (See
fig. 2)

SDN makes the implementation of SDN application network
services easier by abstracting the data plane from applications
and enabling them to perform dynamic requests through logic

Fig. 2: SDN based 5G-IoV networks.

Data plane entity for the centralized controller. SDN greatly
simplifies network management by using global network in-
formation to perform efficient resource utilization. Although
SDN has many benefits, its fundamental features—such
as SDN-based programmable switches, constrained south-
bound channel bandwidth, and constrained SDN controller
resources—also provide new security risks. Following, we
provide a brief summary of the most significant benefits and
drawbacks of employing SDN technologies. [8]:

• Support heterogeneity and improve resource utilization.
• Routing and Spectrum Management Optimization.
• Improved network security.
• Bad information travels slowly.
• Energy management in 5g in Vehicular networks.

C. The fifth generation (5G)

One of the most crucial topics of discussion in the area
of cellular mobile communications is the fifth generation
(5G) network, a promising candidate technology for the next
vehicular networks. With its remarkable connection speeds,
5G communications are modernizing networks and increasing
their market penetration. High-speed connectivity, up to 10
Gbps, low latency or even less than 1 ms, and expanded
coverage are the main benefits of the 5G network [9].

D. SDN based 5G-IoV

The most recent wireless communication system to be
created is 5G or fifth-generation wireless technology. It was
developed with high data rates in mind (up to 20 Gbps).
The technology ensures 1ms latency for real-time applications
while bringing new breakthroughs including vehicle-to-vehicle
(V2V) connectivity and SDN. 5G will provide improved band-
width, lower latency, connectivity to larger devices, higher data
rates, and dependable Quality of Experience (QoE) delivery
thanks to these technological developments. Together with
increasing bandwidth and lowering latency, network optimiza-
tion may also be a crucial part of the 5G infrastructure.
Moreover, Vehicular Ad-Hoc Networks’ issue with supporting
a large number of nodes is resolved by 5G. Furthermore,
because of their interdependence, mobile network processes,
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and technology cannot be addressed separately. The objective
is to concentrate on a connection model that incorporates
existing technologies, complements them, and meets a variety
of application requirements in a flexible, trustworthy, and
heterogeneous way. In this case, 5G is a compelling choice
for a variety of circumstances. VANET uses it, so it is not
an exception. It is possible to support numerous simultaneous
connections in VANET, often known as the “internet of
vehicles networks”. 5G could offer flexible security advantages
from a security standpoint. SDN control and multimodal
security based on 5G are two well-known advancements that
are essential. Thus, 5G facilitates data protection above the
user level and allows customization of security parameters
[10].

III. LITERATURE REVIEW

Santosh et al. [11] suggested a software-defined network-
based load-balancing strategy for IoT which uses an integrated
whale optimization algorithm to reduce latency and IoT tasks
through cloud and edge computing devices. To implement IoV,
the authors in [12] suggested a 5G-V2X ecosystem. The idea
of ”Software Defined Networking” serves as the foundation
for the proposed ecosystem (SDN). If you think of consumer
entertainment venues as being in automobiles, the network
infrastructure needs to be quite large to guarantee delivery
and quality. To that purpose, they assess vehicle-to-vehicle
(V2V) communications in urban and rural settings, as well as
Internet video service traffic. The authors of [13] developed
a seamless delivery system in citing 13 that uses mobile
computing (MEC) and software-defined networking (SDN)
technologies to react to dynamic structure change in VANETs.
When a changeover occurs, the installation of SDN enables a
stable transport layer connection, preventing network changes
from affecting the performance of the upper layer. It also gives
an overview of the network topology and centralizes control.
The data is cached before delivery through the usage of the
MEC server, allowing the vehicle to quickly resume the normal
connection. In [14], a layered SDN method and a vehicle-
based Fog computing architecture were combined to create
the infrastructure model known as VISAGE for upcoming
5G VANET systems. Vehicle QoS becomes more effective
in terms of computation time and communication latency
by using automobiles as fog infrastructure and integrating
them with regional SDN controllers. uses the network edge
to offload computing services from the cloud, ample vehicle
resources, and local network control decisions to explain this.
In [15], Congestion Free Path (CFP) and Optimized CFP
(OCFP), two heuristic algorithms, were suggested for the SD-
VANET architecture. The suggested approach reduces end-
to-end latency for vehicles in the VANET while simultane-
ously resolving the issue of traffic congestion. In [16], by
utilizing a software-defined hierarchical network, the authors
created a novel IoV-Fog network environment (SDN). Also,
they presented a routing protocol based on fog and SDN
dubbed Delay-Efficient Routing Method for IoV. (DRIFS).
SDN Orchestra uses DRIFS to create powerful tracks. It also

considers the bandwidth that is still available, as well as the
position and speed of the cars.

In order to lower the task/message failure rate, the authors of
[17] offered heuristic algorithms and deployed a fault tolerance
system. They suggested a software-defined v-car network with
cloud computing that is QoS-aware and fault-tolerant (QAFT-
SDVN). Via SDN nodes mounted atop fog nodes, the proposed
model receives messages from vehicles. While receiving mes-
sages from neighboring SDN entities, the SDN console gives
them two different levels of priority. The message type is one,
while the date and size method of message priority is another.
Messages are divided into secure and unsecured categories by
the SDN console before being forwarded to their destination.
They check their acknowledgment after the message has been
sent to the intended recipient; if the recipient has received
it, nothing is done; otherwise, they employ a fault tolerance
mechanism. For IoV networks, the authors of [18] presented
a hierarchical architecture built on software-defined networks
(SDN) and fog computations. IoV vehicles, a cloud computing
framework, semi-centralized SDN controllers, and centralized
SDN control planes make up this system. Also, they suggested
a routing method for the Internet of Things (IoT) dubbed
the Delay Active Routing Method based on SDN and fog
computing (DRSFI). DRSFI is used by SDN controllers to
determine the least delay trajectory while taking the bandwidth
constraints, vehicle position, and speed into consideration. To
manage the enormous data traffic and prevent transmission
storm issues with fast packet delivery, a Software Defined
Internet of Vehicles (SD-IoV) system was created in [19]. The
suggested broadcast targeting method effectively broadcasts
notifications by using selective transmission and the identi-
fication of surrounding vehicles, avoiding traffic congestion
and shortening travel times. The SD-IoV system’s transmission
algorithm is launched as soon as the on-board unit (OBU) in
the cars recognizes the event. The authors of [20] introduced
an innovative fifth-generation SDN (SDN)-based architecture
for intelligent transportation systems that will enhance ITS
capabilities (5G). The sensor layer, the relay layer, and the
core network layer are the three functional levels that make up
the proposed system architecture. Continuous access is made
possible with flexible and adaptable functionality because of
the SDN capabilities. The suggested 5G design also provides
high data rates and throughput. In [21], it was recommended to
use a unique hierarchical 5G VANET design. This end-to-end
architecture’s main objective is to integrate 5G connectivity
technologies with the centralization and robustness of SDN
and C RAN for efficient resource allocation from a wide
angle. Also, it has been recommended that in order to avoid
often switching between cars and MSWs, a cyber fog structure
composed of zones and clusters be used. The load control,
throughput, and transmission latency of the controller are
analyzed and compared to those of rival architectures.

IV. ANALYSIS AND DISCUSSION

With the development of Intelligent Transportation Sys-
tems, vehicular networks have to face rigorous performance
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requirements in the future. 5G mobile communications, cloud
computing, and SDN technologies provide solutions for future
vehicular networks. In this survey, we presented a summary of
recent research studies on SDN-IoV based 5G, and suggested
architectures, characteristics, and challenges of SDN based
5G-IoV are included in this article. Table I illustrates the
summarizing of the reviewed related works.

Although a number of architectural designs have been put
out in the literature to enhance communication security and
reliability in vehicular networks, a thorough analysis to deter-
mine the viability and accuracy of these designs is still lacking.
It is important to pay close attention to the new security
and privacy vulnerabilities that result from the integration of
new technologies with the current IoV networks. For instance,
academics should not only analyze how SDN may be used
to enhance the design of vehicular networks but also look
into and address the new problems that SDN has introduced,
such as service latency, mobility, and SDN controller security.
Furthermore, it is really critical to consider how dynamic real-
time change, scalability, and integration of service context will
be crucial in enabling effective deployment and preventing
performance visibility gaps in SDVNs. Vehicular network
architecture will be continually changing in the near future
to meet the quickly expanding needs of its new applications.

V. CONCLUSION
The traditional network model is not appropriate for the

vehicular network due to its extremely dynamic nature and
the requirement for effective real-time communication. IoV is
considered as a crucial approach that can be used to achieve a
variety of services, including traffic control, passenger safety,
and travel convenience and comfort. As part of the developing
5G mixed with SDN, IoV is now being proposed as the
major 5G enabler. This article has reviewed and summarized
a number of articles based on the problems they sought to
address, the papers purposes, and the outcomes they were
able to produce. The use of SDN-based 5G networks provides
lower latency, higher frequency bandwidth, and connectivity.
Longer, more users should be able to complete more tasks
in less time to solve congestion problems, the purpose of this
document is to understand the importance of a certain network
through 5G programs for traffic maintenance and passenger
safety.

REFERENCES

[1] F. Adelantado, M. Ammouriova, E. Herrera, A. A. Juan, S. S. Shinde,
and D. Tarchi, “Internet of vehicles and real-time optimization algo-
rithms: Concepts for vehicle networking in smart cities,” Vehicles, vol. 4,
no. 4, pp. 1223–1245, 2022.

[2] E. Benalia, S. Bitam, and A. Mellouk, “Data dissemination for internet
of vehicle based on 5g communications: A survey,” Transactions on
Emerging Telecommunications Technologies, vol. 31, no. 5, p. e3881,
2020.

[3] J. Wang, Y. Shao, Y. Ge, and R. Yu, “A survey of vehicle to everything
(v2x) testing,” Sensors, vol. 19, no. 2, p. 334, 2019.

[4] Y. Yang and K. Hua, “Emerging technologies for 5g-enabled vehicular
networks,” IEEE Access, vol. 7, pp. 181 117–181 141, 2019.

[5] W. B. Jaballah, M. Conti, and C. Lal, “Security and design requirements
for software-defined vanets,” Computer Networks, vol. 169, p. 107099,
2020.

[6] T. Adbeb, D. Wu, and M. Ibrar, “Software-defined networking (sdn)
based vanet architecture: Mitigation of traffic congestion,” International
Journal of Advanced Computer Science and Applications, vol. 11, no. 3,
2020.

[7] W. Jaballah, M. Conti, and C. Lal, “Software-defined vanets: Benefits,
challenges, and future directions,” IEEE Commun, pp. 1–17.

[8] J. Bhatia, Y. Modi, S. Tanwar, and M. Bhavsar, “Software defined
vehicular networks: A comprehensive review,” International Journal of
Communication Systems, vol. 32, no. 12, p. e4005, 2019.

[9] N. Azzaoui, A. Korichi, B. Brik, and H. Amirat, “A survey on data
dissemination in internet of vehicles networks,” Journal of Location
Based Services, pp. 1–44, 2022.

[10] S. Askar, “Sdn based 5g vanet: a review,” Available at SSRN 3963000,
2021.

[11] S. A. Darade, M. Akkalakshmi, and D. N. Pagar, “Sdn based load
balancing technique in internet of vehicle using integrated whale op-
timization method,” in AIP Conference Proceedings, vol. 2469, no. 1.
AIP Publishing LLC, 2022, p. 020006.

[12] C. R. Storck and F. Duarte-Figueiredo, “A 5g v2x ecosystem providing
internet of vehicles,” Sensors, vol. 19, no. 3, p. 550, 2019.

[13] R. Duo, C. Wu, T. Yoshinaga, J. Zhang, and Y. Ji, “Sdn-based handover
scheme in cellular/ieee 802.11 p hybrid vehicular networks,” Sensors,
vol. 20, no. 4, p. 1082, 2020.

[14] A. Soua and S. Tohme, “Multi-level sdn with vehicles as fog computing
infrastructures: A new integrated architecture for 5g-vanets,” in 2018
21st Conference on Innovation in Clouds, Internet and Networks and
Workshops (ICIN). IEEE, 2018, pp. 1–8.

[15] T. Adbeb, D. Wu, and M. Ibrar, “Software-defined networking (sdn)
based vanet architecture: Mitigation of traffic congestion,” International
Journal of Advanced Computer Science and Applications, vol. 11, no. 3,
2020.

[16] A. Kadhim and J. Naser, “Routing protocol for iov-fog network sup-
ported by sdn,” Telecommunications and Radio Engineering, vol. 79,
no. 5, 2020.

[17] S. A. Syed, M. Rashid, S. Hussain, F. Azim, H. Zahid, A. Umer,
A. Waheed, M. Zareei, and C. Vargas-Rosales, “Qos aware and fault
tolerance based software-defined vehicular networks using cloud-fog
computing,” Sensors, vol. 22, no. 1, p. 401, 2022.

[18] A. J. Kadhim, S. A. H. Seno, and R. A. Shihab, “Routing strategy
for internet of vehicles based on hierarchical sdn and fog computing,”
Journal of University of Babylon for Pure and Applied Sciences, vol. 26,
no. 10, pp. 309–319, 2018.

[19] G. Raja, P. Dhanasekaran, S. Anbalagan, A. Ganapathisubramaniyan,
and A. K. Bashir, “Sdn-enabled traffic alert system for iov in smart
cities,” in IEEE INFOCOM 2020-IEEE Conference on Computer Com-
munications Workshops (INFOCOM WKSHPS). IEEE, 2020, pp. 1093–
1098.

[20] S. Din, A. Paul, and A. Rehman, “5g-enabled hierarchical architecture
for software-defined intelligent transportation system,” Computer Net-
works, vol. 150, pp. 81–89, 2019.

[21] A. A. Khan, M. Abolhasan, and W. Ni, “5g next generation vanets
using sdn and fog computing framework,” in 2018 15th IEEE Annual
Consumer Communications & Networking Conference (CCNC). IEEE,
2018, pp. 1–6.

The 1st National Workshop on Wireless Network, Cloud Computing and Cryptography (WWN3C’2023) _Boumerdes, April 26, 2023

101



TABLE I: Summarizing of the Reviewed Studies.

reference year proposition goal tools scenario environment
[11] 2022 software-defined network-

based load balancing strat-
egy

load balancing and mini-
mization of latency

MATLAB highway IoV

[12] 2018 5G V2X ecosystem to
provide IoV

Analyze and compare data
throughput, transmission
latency, and packet deliv-
ery rate (PDR)

NS-3 Urban IoV

[13] 2020 Transparent deployment
plan based on Software
Defined Networking
(SDN) and Mobile
Computing (MEC)
technologies

Reduce data loss during
transmission and shorten
the time it takes to re-
store normal network con-
nections

Omnet++, INET, SUMO Highway Vanet

[14] 2018 A Multi-level SDN archi-
tecture for fog enabled
vehicular networks, called
VISAGE

The improvement in com-
munication and computa-
tional capabilities that can
be achieved by the VIS-
AGE architecture

/ Highway Vanet

[15] 2020 Heuristic algorithms
called Congestion-Free
Path (CFP) and Optimize
CFP (OCFP), in SD-
VANET architecture

To determine the amount
of traffic on each road,
the SDN controller in the
VANET gathers data on
the vehicles on each route

SUMO/NS3
OpenStreetMap

Urban, Highway Vanet

[16] 2020 Routing protocol named
Delay-Efficient Routing
approach for IoV
depending on Fog and
SDN (DRIFS)

Calculate the best path
based on the proposed
mathematical model.

OMNeT++, SUMO Highway IoV

[17] 2022 QoS aware and fault
tolerance-based software-
defined vehicular
networks using Cloud-fog
computing (QAFT-
SDVN)

decreased by up to 4%
the execution times of
the safety and non-safety
messages

/ Highway Vanet

[18] 2018 Delay-Efficient Routing
strategy based on SDN
and Fog computing for
IoV

Calculation of the optimal
route for the vehicle, driv-
ing reactions with the low-
est latency and high net-
work bandwidth

OMNeT++, SUMO Highway IoV

[19] 2020 Broadcast routing mecha-
nism to selectively hand
over and detect vehicles
by neighbors to effectively
send alerts

Avoiding congestion and
reducing travel time, High
packet delivery ratio with
minimal delay

OMNeT++, SUMO Urban IoV

[20] 2018 5G enabled SDN for ITS Provides the flexibility,
improve overall network
performance

Simulation using C
language and Hadoop
ecosystem

Urban Vanet

[21] 2018 A fog computing
framework (comprising of
zones and clusters)

Combine 5G communi-
cation technologies with
the centralization and flex-
ibility of Software De-
fined Networking (SDN)
and Cloud-RAN (CRAN)

/ Highway Vanet
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Abstract—In order to respond to the ever-growing energy 
needs, other renewable and sustainable sources, such as solar 
energy, had to be chosen. Since Algeria has a large solar 
reservoir, given its geographical location, it must be exploited 
effectively. In the case of a photovoltaic (PV) system, the 
presence of a failure may affect the operation of the system, and 
therefore the effect is either a degradation in the efficiency or 
the total shutdown of the system. The reliability study of such 
systems is little or almost absent, due to the lack of software tools 
and simulators, or the lack of necessary information and data. 
Over the recent years, many fault diagnosis techniques and 
methods have been developed, that should be able to detect, 
identify and locate the position of the fault. For a small-size PV 
system, it is relatively easy to diagnose the system using manual 
or semi-automatic methods. However, the localization of faults 
in large-size PV plants is quite a challenging issue. Our work is 
divided into two parts: the first part presents the results found 
by using the Stochastic Petri Nets (SPN); and the second part 
sheds light on the methods of artificial intelligence (AI) used in 
the same theme, in order to bridge the boundaries of the classical 
methods used in the first part. It is therefore a contribution to 
the safety study of a typical PV system. It is based on the 
estimation of reliability, availability, and durability over a 
period of twenty-five years, in three different configurations and 
taking into account failure modes that have high criticality on 
the overall operation of the studied system. Through the 
simulations, we carried out using the SPN, the results obtained 
showed the impact of the arrangement of the PV modules on the 
reliability, availability, and durability of the system. The 
availability and the value of the mean time between failures 
(MTBF) increase in the case where the PV modules are 
arranged in series, as well as the output power of the panel 
whose value increases and will be close to the value of the 
Maximum Power Point Tracking (MPPT). The application of AI 
techniques in PV systems was shown the ability of such 
techniques to solve some problems such as sizing and 
optimization, output power forecasting, control, and MPPT. 
Nowadays, AI-based methods for fault detection, identification, 
and localization in PV systems have attracted many researchers, 
due to the promising results of AI in this field. The main 
objective of this second part is to present a short review of the 
recent application of AI techniques, including machine learning 
(ML) and recently deep learning (DL) in fault detection, 
identification, and fault classification of PV systems. 

Keywords— Fault diagnosis, Stochastic Petri Nets, Reliability, 
MTBF, Artificial intelligence techniques, Neural Networks, 
Machine learning, Deep learning 

I. INTRODUCTION 

As mentioned in [1], the introduced PV limit all over the 
planet toward the end of 2021 was around 800 GW. A similar 
source [1] demonstrated that all of the PV frameworks 
introduced all through the world are presently ready to cover 

around 20% of worldwide power request. PV plants are 
dependent upon various sorts of failures (in the PV modules, 
in the wiring, inverter, and security hardware), their yield can 
drop fundamentally, particularly in desert areas under extreme 
conditions. Many fault diagnosis techniques and methods 
have been developed by researcher [2]. They are used to 
detect, identify and locate the fault which causes the failure. 
For a PV system used in domestic applications, it is mostly 
easy to make a diagnostic using simple methods. However, in 
large-size PV plants is quite challenging issue. 

The application of the AI techniques in PV systems was 
given the ability to solve some problems such as: output power 
optimization, control, and MPPT [3]. These methods have 
attracted many researchers, due to the promising results of AI 
in this field, to detect, identify and locate the fault in PV 
systems. The aim of this paper is to present a review on the 
latest application of the AI techniques, in the reliability 
assessment of PV systems. Our work is organized as follows: 
section 2 presents a background of simulation tools; In section 
3 we propose a PV system for studying and we assess its 
reliability by using SPN; Application of AI in fault diagnosis 
is discussed in section 4. 

II. BACKGROUND, STATE OF THE ART AND SIMULATION 

TOOLS 

The failures detected in PV systems have proven that the 
manufacturers don’t give much interest to the analysis of 
reliability and the estimation of the lifetimes of their solar 
modules. We can even see the appearance of breakdowns 
during the operation of PV installations, and even at the 
beginning of their lifespan. The reliability study of these 
systems has become the key problem in the industrial 
performance and the financial competitiveness of these 
installations. Hence, the use of methods and tools for the study 
of the systems dedicated to renewable energies has become 
necessary. 

A. Works of Fara L. and Craciunescu D. 

A contribution dedicated to the analysis of a reliable PV 
system for specific applications was proposed by the authors 
in [4]. The reliability study was based on: RAMS model 
(Reliability, Availability, Maintenance, and Safety) applied to 
a PV system using the SYNTHESIS simulation platform 
developed by ReliaSoft; Simulation of the PV system using 
the TM-21 software developed by Energy Star. The objective 
of this analysis was to obtain stable and sustainable operation 
of a PV system with regard to reliability, maintainability, 
availability and system degradation. In order to increase the 
reliability of the PV system and its components, it is necessary 
to develop an elaborate outage management strategy that 
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involves knowing the initial level of reliability and developing 
effective solutions to assess probable failures and risks. 

B. Works of Huffman D. L. and Antelme F. 

In [5, 6, 7], the authors have done a lot of research on the 
study of the reliability of solar energy systems. They started 
by choosing to model these systems using reliability block 
diagrams, the proposed method is easily scalable for 
additional branches and microinverter units per branch. Using 
this model, the authors could measure various system 
performance parameters, such as point availability, average 
availability, capacity, state probabilities, and losses associated 
with performance degradation. The authors then analyzed the 
reliability and security of these systems. Several tools have 
been used for the analysis of reliability and safety, such as 
FMECA (Analysis of Failure Modes, their Effects and their 
Criticality) and FT (Fault Tree). AI methods have thus been 
initiated by the authors, they are leaning towards automatic 
learning or machine learning. This technique offers a 
complementary approach to maintenance planning by 
analyzing large sets of performance data from each part of the 
system under study and environmental variables, identifying 
failure signatures and patterns, and providing a prediction 
usable from the failure of the elementary parts of the system. 

C. Works of Tetsuyuki I., Takumi T. and Kenji O. 

In [8], the authors showed the results of an outdoor 
exposure test in which the performance of fourteen PV 
modules consisting of five different types manufactured by six 
different manufacturers were measured since July 2004. The 
average performance is calculated each year from 2005 to 
2008, and performance degradation is assessed quantitatively. 
The results found showed that the magnitude of performance 
degradation can be clearly classified by the types of PV 
modules. The performance difference of monocrystalline 
silicon PV modules between 2005 and 2008 is 1.9% to 2.8%. 
Polycrystalline silicon PV modules show a performance 
degradation of 0.7% to 1.4%. The performance of amorphous 
silicon / crystalline silicon decreased by 0.7%. Although a pair 
of a-Si PV modules had already been exposed to the sun for 
about six months, the pair of modules showed 4.4% 
performance degradation. More than half of the performance 
degradation occurred during the initial period from 2005 to 
2006. This indicates that it takes about two years for the 
performance of a-Si-based modules to be stable. The 
performance is quite stable beyond 2006. Interestingly, the 
performance of copper indium gallium modules in 2008 is 
about 0.8% higher than in 2005. 

D. Works of Sayed A., El-Shimy M., El-Metwally M. and 
Elshahed M. 

The authors made a reliability, availability and 
maintainability analysis of a solar grid-connected system. This 
analysis has been elaborated and presented from the sub-set 
level to the sub-system level, then the global system [9]. 
Additionally, an improved reliability block diagram was 
presented by the authors to estimate the performance of seven 
PV grid-connected systems. The required input data was 
obtained from worldwide databases of failure and repair rates, 
of various subsets including various weather conditions. A 
new approach was initiated by the authors in order to estimate 
the best density function for each subset. Monitoring the 
critical sub-sets of a PV system will increase the possibility 
not only to improve the availability of the system, but also to 
optimize maintenance costs. In addition, it will inform the 

operators of the status of the various sub-systems forming the 
overall system. The results show that the best density function 
for some sub-sets, such as PV modules, connectors and charge 
controller, is the exponential law function. But the best density 
function for sub-sets, such as DC-AC converter, bypass diode, 
and switch, is the Weibull's law function. And finally, the best 
density function for the rest of the sub-sets of the PV system 
is the log-Normal law function. In the reliability analysis, the 
estimated lifetime of PV modules without encapsulation 
defects reaches 43.73 years. While the expected lifetimes of 
the converter, the inverter and the storage system are 
respectively 30.77 years, 8.3 years and 10.31 years. 

E. Works of Obeidat F. and Shuttleworth R. 

The authors in [10], studied the reliability of a PV micro-
inverter with a power of 250 W. The reliability of: the grid 
driver, the power supply, the current and voltage sensors and 
the circuits of the microprocessor were studied; the failure rate 
and the MTBF were thus calculated. The sum of the 
component failure rates is equal to the complete failure rate of 
the PV microinverter. Taking into account the effects of 
temperature, the component failure rate was calculated for 
each inverter operating temperature and multiplied by the 
percentage of occurrence of that operating temperature to 
obtain a weighted failure rate. A similar procedure was used 
to calculate the failure rate of the main circuits of a 4.6 kW 
and 4.5 kW multi-string inverter. All calculations and methods 
are based on data from reference MIL-217F N2. The MTBF 
for the analyzed microinverter is estimated at 123938 hours 
(14.15 years) for a high-quality system, and it is about 19699 
hours (2.25 years) for a low-quality system. Unfortunately, 
there is no evidence that PV microinverters fail at these rates, 
as manufacturers don’t provide data or information on the 
failure rate of their microinverters. Failure rates were 
calculated only for the main feeder circuits of the two multi-
string inverters, as details of the auxiliary circuits were not 
available. The MTBF for the first multi-string inverter was 
analyzed and estimated at 53594 hours (6.1 years), and it is 
about 48279 hours (5.5 years) for the second low quality factor 
multi-string inverter. 

F. Works of Laronde R. and Charki A. 

The authors have several research works which consist in 
developing a methodology allowing to estimate the reliability, 
the availability and the durability of a PV system [11, 12, 13]. 
To simulate the dysfunctional behavior of a PV system, the 
capitalization of the knowledge of each component of the 
system is essential. For this, the authors used methods and data 
that already exist to assess the reliability of these components. 
Those found in PV modules require extensive development 
efforts to assess their reliability and to estimate their lifetime: 
an accelerated test protocol has been proposed by the authors. 
They therefore developed a methodology for estimating 
reliability from accelerated tests: damp heat tests (to 
reproduce module corrosion) and UV exposure tests (to 
reproduce discoloration of the encapsulant). The authors also 
proposed to integrate the effect of degradation on the different 
components of the system, using several nested SPN 
(Stochastic Petri Nets) on different levels. This methodology 
takes into account the fact that an inverter only transforms the 
DC into AC only from a certain power threshold. The 
simulation of the degradation of some components makes it 
possible to estimate the evolution of the power of the PV 
system as a function of time. 
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On the basis of the main related research works cited 
above, we can make an overall synthesis summarizing the 
different methods, tools, and software used in the study of the 
reliability of PV systems, illustrated in the table below: 

TABLE I.  SUMMARIZED RELATED WORKS 

Ref Studied 
System 

Methods / Simulation 
tools 

Objectives 
Targeted / 
Achieved 

[4] PV 
System  

- Simulation 
Platform 
SYNTHESI
S of 
ReliaSoft 

- TM-21 
Software of 
ENERGY 
STAR 

To obtain a stable 
and a sustainable 
PV system with 
respect to 
reliability, 
maintainability, and 
system availability 

[5, 
6, 
7] 

PV 
System  

- Reliability 
Block 
Diagrams 

- Accelerated 
Tests   

To estimate a 
system 
performance 
parameters, such as 
point availability, 
average 
availability, 
capacity, status 
probabilities, and 
losses associated 
with performance 
degradation 

[8] PV 
System 

Outdoor exposure tests 
of 14 PV modules 
composed of five 
different types 
manufactured by six 
different manufacturers,  
during the period from 
July 2004 to September 
2008 

The average 
performance is 
calculated each 
year from 2005 to 
2008, and the 
performance 
deterioration is 
assessed 
quantitatively. The 
results showed that 
the magnitude of 
performance 
degradation can be 
clearly classified 
according to the 
types of PV 
modules 

[9] PV 
System 

Reliability Block 
Diagrams 

The results show 
that the best 
probability density 
function for PV 
modules is the 
exponential one. In 
the reliability 
analysis, the 
expected lifetime is 
around 30 years 

[10] PV 
Inverter 

Probabilistic 
calculations based on 
the basis of MIL_Hbk 
217F N2 database 

The MTBF is 
estimated at around 
15 years for high 
systems and 3 years 
for low systems. 

[11, 
12, 
13] 

PV 
System 

- Stochastic 
Petri Nets 

- Accelerated 
tests 

The estimation of 
the reliability, 
availability and 
durability of a PV 
system 

III. MODELING AND RELIABILITY ASSESSMENT USING SPN 

In our study, we have considered the simplest and most 
common case of a PV system. It is composed of three basic 
components connected in series: set of PV panels, AC/DC 
wires and PV inverters as shown in Fig. 1. 

 
Fig. 1. PV System with its components connected in series 

SPN method allows making a quantitative evaluation of 
the reliability and availability of our PV system in the 
presence of intermittent failures designed by discrete 
processes [14]. The availability A(t) and reliability R(t) are 
given by: 

A(t) = 1 - ∏ (1 −  𝐴௜
௠೔(𝑡)) ௡

௜ୀଵ                          (1) 

R(t) = 1 - ∏ (1 −  𝑅௜
௠೔(𝑡)) ௡

௜ୀଵ                          (2) 

mi: set of components connected in series in each 
subsystem i 

n: subsystems connected in parallel to form the global 
system (parallel-series) 

λi(t): fault rate variations 

µi(t): repair rate variations  

Ai(t): availability for each component i given by: 

 

𝐴௜(𝑡) =
ఓ೔

ఓ೔ା ఒ೔
 + 

ఒ೔

ఓ೔ା ఒ೔
.𝑒ି ( ఓ೔ା ఒ೔)௧                     (3) 

 
The SPN of the PV system using Petri net module of Grif-

TOTAL (http://grif-workshop.com/) is: 

 
 

Fig. 2. SPN of working PV System 
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The PV system is composed of a set of PV modules, the 
inverter and AC/DC wires, which are connected on series. If 
one of these components fails, the system will don’t work or 
give a degraded power. The SPN of working PV system is 
shown in Fig. 2. The delay associated with transition T1 is 
estimated to one hour to separate the simulation in discrete 
time steps [14].  

The non-working PV system is illustrated in the figure 
below, by using the same software which was used to simulate 
the case of a working system (http://grif-workshop.com/). 
Each component can pass from the initial state (safe case) to: 
failing mode (T1, T4), degraded – failing mode (T2, T3, T4) 
and degraded – repaired mode (T2, T5) (Fig. 3) [14]. 

 

 

Fig. 3. SPN of  non-working PV System 

We have estimated the availability and the lifetime of 
our PV system using SPN method and be considering the 
time distribution to failure and to repair. We have used some 
necessary data for the availability assessment shown in 
tables below [15]: 

TABLE II.  PV COMPONENTS FAILURE DATA 

 

TABLE III.  PV COMPONENTS REPAIR DATA  

 

The study of the reliability of the PV system is estimated 
for a period of 25 years (i.e. 219,000 hours). Its performance, 
during this period, shows the effect of the degradation and 

failure modes on it. The time to repair is generally estimated 
after the first failure. We have supposed that our system is 
composed of 24 PV modules in three different configurations: 

• Configuration 1: three strings of eight modules (m 
= 8, n = 3) 

• Configuration 2: two strings of 12 modules (m = 
12, n = 2) 

• Configuration 3: one string of 24 modules (m = 24, 
n = 1) 

The reliability of PV system decreases by up to 50% after 
10 - 13 years of operation regardless of PV system 
configuration and of PV module failures. It is highly 
recommended to take the necessary repair and maintenance 
measures beyond 15 years of operation, which are as follows: 

• A good selection of the equipment from the start 
while respecting the specifications established for 
the installation of the system 

• The installation must be carried out by a team 
composed of technicians specialized in the field 

• Scheduling a regular maintenance calendar for the 
installation 

The availability of these three cases is shown in Fig. 4, 5, and 
6: 

 
Fig. 4. PV system availability (Config-1 m = 8, n = 3) 

 

Fig. 5. PV system availability (Config-2 m = 12, n = 2) 
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Fig. 6. PV system availability (Config-3 m = 24, n = 1) 

The PV system in the third configuration (1 string of 24 
modules) has a better availability: between 88 % to 95 % 
when reaching 25 years. The availability in the first and 
second configurations (3 strings of 8 modules and 2 strings 
of 12 modules) passes from 100% to 76% - 77% after 25 
years of service in the case of the encapsulant delamination 
and in the presence of hot spots on the PV modules. For the 
corrosion failure, the PV system availability decreases by up 
to 75% after 15 years of operation, and 70% after 25 years 
of service for the first and second configurations. The storage 
of the PV modules has an impact on the availability of the 
system: the configuration with 1 string of 24 modules is the 
most optimal to gain power in the vicinity of the MPPT. 

The MTBF difference, as shown in table 4, between the 
first configuration and the third one is between 05 years 
(43,800 hours) and 07 years and 06 months (65,700 hours). 
We can conclude that the string configuration in the third case 
is more reliable than the multi-string one. As shown 
previously, the availability in configuration 3 is more 
important during the first fifteen years of use. These results 
show that the MTBF can be increased by adjusting the 
configuration of the PV system, and to make a decision which 
one seems the most optimal for PV plants and to help the 
economic analysis of such systems. 

TABLE IV.  MTBF VALUE IN DIFFERENT CONFIGURATIONS 

 

 

 

IV. ARTIFICIAL INTELLIGENCE TECHNIQUES IN FAULT 

DIAGNOSIS 

The most used definition of the AI (Artificial Intelligence) 
is ‘imitating intelligent human behaviour’ [16]. We can 
consider that intelligent computing technologies are the 
approaches to conventional techniques of integrated systems. 
There are different types of AI techniques and the main one  
used in PV systems are: Evolutionary Algorithms EA (with 
meta-heuristic methods: Genetic Algorithm GA, Particle 
Swarm Optimization PSO and Ant Colony Optimization 
ACO), Machine Learning ML (including Support Vector 
Machine SVM, k-Nearest Neighbour k-NN and Decision 
Trees DT), Neural Networks NNs (MLP, RNN and RBFN), 
Fuzzy Logic (FL), and Deep learning (DL). 

For some applications of AI techniques in fault diagnosis, 
detection and localization in PV systems, it can be clearly 
observed that researchers are more and more attracted by ML 
and recently DL. It has been shown that supervised learning is 
the most widely used algorithm. The most advanced methods-
based ML require a dataset of electrical parameters (currents, 
voltages…) and meteorological data (solar irradiance, air 
temperature, …). The most investigated techniques in this 
field are NNs and FL, mainly used for fault classification in 
order to distinguish between faults that have the same 
signatures and classify type of faults. The most available fault 
diagnosis techniques have been evaluated offline and only for 
small-size PV plants. In addition, the most investigated faults 
are the ones appeared in a PV array (e.g., short / open-circuit, 
corrosion and hot spots). Table 5 lists some selected 
applications of AI techniques in fault diagnosis, detection and 
localization in PV systems: 

TABLE V.  SUMMARIZED RELATED WORKS USING AI IN FAULT 
DIAGNOSIS 

Ref Year Works 
[17] 2003 Expert System-primarily based on Learning 

Method is advanced so that we can diagnosis a PV 
system. The designed approach is used to diagnose the 
shading impact. The technique became simulated and 
established experimentally. In factor of view 
complexity, we will say that the technique is easy and 
powerful however most effective withinside the case of 
shedding impact 

[18] 2009 Fault diagnosis technique-based on NNs is advanced, 
for a few everlasting faults. The technique is carried out 
for a small-scale grid-linked PV system, and it may be 
carried out without difficulty with a medium cost 

[19] 2010 An Artificial NNs is used to construct a smart fault 
diagnosis in a small-scale PV system. The proposed 
technique can find and localize a temporally fault as it 
should be with much less time 

[20] 2011 A type of NNs called Bayesian is introduced to locate 
temporally permanent failures in a grid-linked PV 
system. The technique is simulated for offline 
application. It is centered especially on data-collection. 
At this stage, the technique isn't capable to diagnose the 
fault. It required an expensive device 

[21] 2011 A FL method used to detect faults in PV modules. The 
technique is simple to be implemented, however it 
charges because the system needs a lot of sensors to 
localize the faults  

[22] 2014 SVM and k-NN techniques used to detect and classify 
short circuit failure in a PV panel. The technique was 
examined and simulated using MATLAB/Simulink. 
Only short circuit is investigated; However, the 
technique needs some knowledge in ML 

[23] 2015 FL used for comparing the diagnostic rules. The 
designed approach may be used for detecting partial 
shading, elevated series-resistance losses and potential-
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prompted degradation in a PV system. The 
fundamental characteristic of the techniques is rapid 
and low computation. It may be used for each type of 
faults: permanent and temporal 

[24] 2016 NNs model designed to localize fault in a PV system. 
The technique became examined for a temporal fault 
(shading impact). It is so simple to implement and it 
was tested with MATLAB/Simulink for a PV panel 

[25] 2017 Technique based on I-V curves evaluation and FL 
for fault detection in DC facet of a 1.1 kWp grid-linked 
PV system was done. The research fault is partial 
shading impact on PV modules. The technique is easy 
to be carried out and it was verified experimentally 

[26] 2018 FL and radial function networks used in comparison 
for detecting fault in PV systems. The techniques had 
been used to localize and classify permanent and 
temporally faults 

[27] 2019 A fault diagnosis approach combines a Long Short-
Time Memory Network (LSTMN) and Softmax 
Regression Classifier (SRC) is designed. The LSTMN 
used to extract features, and the remaining one is used 
as enter to a regression classifier. The model is used to 
check hot spots and line-to-line faults with proper 
accuracy 

[28] 2019 ML and thermography used to categorize hot spot 
fault in PV modules. The technique outperforms the 
type strategies and presents satisfying results. The 
technique requires an expensive equipment 

V. CONCLUSION 

In this paper, the literature on reliability assessment and 
fault diagnosis of PV systems using classical analysis methods 
and AI techniques is briefly reviewed. Through the 
simulations using SPN, the results obtained for the various 
configurations studied showed the impact of the PV modules 
storage on the reliability, availability and durability of the 
system. The availability and the MTBF increase in the case 
where the PV modules are ranged in series, thus the output 
power of the panel increases and will be close to the value of 
the MPPT. In addition, the failures that occur in PV modules 
have a significant impact on system reliability. The proposed 
methodology can be used for optimizing the performance of 
the installation of a PV system. The influence of each failure 
mode can be analyzed in order to improve each component of 
the PV system. The AI techniques have recently attracted 
many researchers, and many efforts have been deployed in 
order to design and implement new advanced methods for 
fault diagnosis of PV systems. It should be noted that fault 
diagnosis accuracy using ML algorithms is relatively not 
scalable, particularly with a large-size database. However, DL 
algorithms are the most appropriate in this case, due to their 
capability to manage a huge number of data. The application 
of AI techniques in fault diagnosis of PV systems, particularly 
DL, will continue to progress in the near future. 
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Abstract—The goal of this paper is to provide a
short but a comprehensive overview of speech syn-
thesis methods. The most important speech synthesis
methods will be described starting from the earlier
ones up until the last ones, in order to highlight major
improvements over these methods. First two rule-based
synthesis techniques (formant synthesis and articula-
tory synthesis) are explained then the concatenative
synthesis is explored. Unit selection synthesis, which
is a kind of concatenative synthesis, is also described
in this paper. Next Hidden Markov model (HMM)
synthesis is introduced. Finally three artificial neural
network speech synthesis techniques are described.
Emphasis will be given to the artificial neural net-
work speech synthesis techniques, since they seem to
be more promising and robust speech synthesis tech-
niques. Speech Analysis-Synthesis, HMM Synthesis,
Deep Neural Network Synthesis, End to End Synthesis

I. Introduction
Speech synthesis is the process of producing artificial

speech by computers with the aim to obtain a synthetic
speech understandable and indistinguishable from normal
human speech [1]. Hence, during the last decades,
synthetic speech has been developed steadily in order to
improve the intelligibility and naturalness of the speech
synthesis system output.

In current speech synthesis systems, several techniques
have been developed with the aim of generating natural
sounding speech. Hence, the primary goal of this paper is
to give an overview of the most popular and important
approaches used in speech synthesis by highlighting major
improvements over these techniques.

There are two main approaches to speech synthesis:
Conventional and artificial neural networks speech
synthesis methods. Conventional speech synthesis
methods include on one hand the following: formant
synthesis[4,5], articulatory synthesis[9], and concatenative
synthesis[9]. Formant synthesis models the frequencies

of speech signal. Formants are the resonance frequencies
of the vocal tract. The speech is synthesized using these
estimated frequencies. Articulatory synthesis generates
speech by direct modeling of human articulator behavior.
On the other hand, concatenative speech synthesis
produces speech by concatenating small, prerecorded
units of speech, such as phonemes, diphones and
triphones to construct the utterance. In case that not just
one, but hundreds of realizations of each phonetic speech
unit are present in an inventory, a unit selection process
[9] must take place in order to create the final synthetic
unit sequence. Such speech synthesis method is also
called corpus based speech synthesis. The HMM (Hidden
Markov model) synthesis system [11, 12] is introduced in
order to obtain less memory to store the parameters of
the models and more variations are allowable.

Deep neural networks speech synthesis methods include
on the other hand the following: deep neural net work [14],
WaveNet [15], Tacotron [16] and deep voice [17] synthesis
methods. The use of the Deep Neural Network [14] can
address some limitations of the conventional approaches.
WaveNet [15], is a deep neural network for generating
raw audio waveforms. The model is fully probabilistic
and autoregressive, with the predictive distribution for
each audio sample conditioned on all previous ones;
nonetheless we show that it can be efficiently trained on
data with tens of thousands of samples per second of
audio. When applied to text-to-speech, it yields state-
of-the-art performance. Tacotron[16], is an end-to-end
generative text-to-speech model that synthesizes speech
directly from characters. Given ¡text, audio¿ pairs,
Tacotron can be trained completely from scratch with
random initialization. Deep Voice, is a production-quality
text-to-speech system constructed entirely from deep
neural networks. Deep Voice [17] lays the groundwork for
truly end-to-end neural speech synthesis.

The remainder of the paper is organized as follows.
First we give an overview of the Formant synthesis. After
that the Articulatory synthesis is depicted. Next, the
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Concatenative synthesis is described. This is followed by
a survey of the Unit Selection and the HMM synthesis.
Finally, the artificial neural network synthesis is shown.
The conclusion is given at the end of the paper.

II. Conventional speech synthesis methods
A. Formant synthesis

This method is based on the assumption that the trans-
fer function of the vocal tract can be modeled satisfactorily
by simulating the formant amplitudes and frequencies.
Synthesis therefore consists of the artificial reconstruction
of the characteristics of the formants to be produced. The
technique consists of exciting a set of resonators with a
voice source or noise generator to obtain the desired voice
spectrum, and controlling the excitation source to simulate
either voice or the absence of voice. The addition of a set of
anti-resonators furthermore allows the simulation of nasal
tract effects, fricatives and plosives. For a satisfactory
restitution of the speech signal, a specification of about 20
or more of such parameters is sufficient. The advantage of
this technique is that its parameters are highly correlated
with the production and propagation of sound in the oral
tract. The main currentdrawback of this approach lies in
the widespread dissatisfaction with automatic techniques
for specifying the formant parameters, and that therefore
the majority of the parameters still have to be optimized
manually [2]. Formant synthesis relies on rules written by
linguists to generate the parameters that will allow speech
synthesis and to manage the transition from one phoneme
to another, i.e., coarticulation and it does not use any
human speech samples. To write the rules, linguists have
studied spectrograms and derived the rules of evolution of
formants. However, we do not yet know the optimal rule
to do this [3]. Moreover, the speech waveform is naturally
produced in such a complex process that, currently, rules
can only model the features of the speech waveform.
Therefore, the synthesized speech has an artificial, robotic
sound, and the goal of naturalness is not reached. However,
the rule-based synthesized speech is very intelligible, even
at high speeds, which is quite useful for visually impaired
for quickly navigating computers using a screen reader.
Moreover, when memory and processing costs are limited,
such as in embedded systems, these synthesizers are more
interesting because they don’t have a database of speech
samples. The formant synthesis approach has been imple-
mented in MITalk [4, 5], in KlatTalk [6], and in DECTalk
[7].

B. Articulatory synthesis
Articulatory synthesis generates speech by direct mod-

eling of the human articulator behavior, so in principle
it is the most satisfying method to produce high-quality
speech. In practice, it is one of the most difficult methods
to implement. The articulatory control parameters include
lip aperture, lip protrusion, tongue tip position, tongue
tip height, tongue position and tongue height [8]. There

are two difficulties in articulatory synthesis. The first
difficulty is acquiring data for articulatory model. This
data is usually derived from Xray photography. X-ray
data do not characterize the masses or degrees of freedom
of the articulators [3]. The second difficulty is to find a
balance between a highly accurate model and a model
that is easy to design and control. In general, the results
of articulatory synthesis are not as good as the results of
formant synthesis or the results of concatenative synthesis.

C. Concatenative synthesis
The main limitation of formant synthesis and articula-

tory synthesis is not so much in generating speech from
parametric representation, but the difficulty is in finding
these parameters from the input specification that was
created by the text analysis process. To overcome this
limitation, concatenative synthesis follows a data driven
approach. Concatenative synthesis generates speech by
connecting natural, prerecorded speech units. These units
can be words, syllables, half-syllables, phonemes, diphones
or triphones. The unit length affects the quality of the
synthesized speech. With longer units, the naturalness
increases, less concatenation points are needed, but more
memory is needed and the number of units stored in the
database becomes very numerous. With shorter units, less
memory is needed, but the sample collecting and labeling
techniques become more complex [9]. The most widely
used units in concatenative synthesis are diphones. A
diphone is a unit that starts at the middle of one phone and
extends to the middle of the following one. Diphones have
the advantage of modeling coarticulation by including the
transition to the next phone inside the diphone itself. The
full list of diphones is called diphone inventory, and once
determined, they need to be found in real speech. To build
the diphone inventory, natural speech must be recorded
such that all phonemes within all possible contexts (allo-
phones) are included, then diphones must be labeled and
segmented. Once the diphone inventory is built, the pitch
and duration of each diphone need to be modified to match
the prosodic part of the specification.

D. Unit selection synthesis
In concatenative synthesis, diphones must be modi-

fied by signal processing methods to produce the desired
prosody. This modification results in artifacts in the speech
that can make the speech sound unnatural. Unit selection
synthesis (also, called corpus-based concatenative synthe-
sis) solves this problem by storing in the unit inventory
multiple instances of each unit with varying prosodies. The
unit that matches closest to the target prosody is selected
and concatenated so that prosodic modifications needed
on the selected unit is either minimized or not necessary
at all. Since multiple instances of each unit are stored in
the unit inventory, a unit selection algorithm is needed to
choose the units that best match the target specification.
This selection is based on minimizing two types of cost
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functions, which are target cost and join cost. In the case
of automatic unit selection, the coarticulatory influence
isn’t limited to the last phonemeThe database is much
larger (1-10 hours) and comprises several occurrences of
each acoustic unit, captured under various contexts (like
its neighboring phonemes of course, but also its pitch,
its duration, its position in the syllable, etc.). As a re-
sult, the sequence of phonemes to synthesize leads to a
lattice of acoustic units, in which the best corresponds
to the expected contexts (prosody, phonetics, etc) but
also minimizes the spectral and prosodic discontinuities.
Consequently, automatic unit selection requires much less
modification of the speech units, which leads to an overall
quality of the synthesized speech much more natural than
with diphones based synthesis. Apart from this natural-
ness, unit selection techniques have several disadvantages.
They rely on a very large database, which implies, on
the one hand, considerable development time and cost
to collect and label the data, and on the other hand,
large memory resource requirements to store the data. The
second drawback is incorrect labeling and occurrence of
unseen target contexts lead to fragments of synthesized
speech of extremely poor quality. This phenomenon of
unseen contexts may well never be fully overcome with
concatenative synthesis as [10] suggest that rare events
will always occur in language.

E. Hidden Markov model (HMM) synthesis
In unit selection synthesis, multiple instances of each

phone in different contexts are stored in the database.
To build such a database is a time consuming task and
the database size increases in an enormous way. Another
limitation of the concatenative approach is that it limits
us to recreate what we have recorded. An alternative is
to use statistical parametric synthesis techniques to infer
specification to parametric mapping from data. These
techniques have two advantages: firstly, less memory is
needed to store the parameters of the models than to store
the data itself. Secondly, more variations are allowable
for example; the original voice can be converted into an-
other voice. One of the most usable statistical parametric
synthesis techniques is the hidden Markov model (HMM)
synthesis. It consists of two main phases, the training
phase and the synthesis phase. At the training phase, it
should be decided which features the models should be
trained for. Mel frequency cepstral coefficients (MFCC)
and their first and second derivatives are the most common
types of features used. The feature are extracted per frame
and put in a feature vector. The Baum-Welch algorithm
is used with the feature vectors to produce models for
each phone. A model usually consists of three states that
represent the beginning, the middle and the end of the
phone. The synthesis phase consists of two steps: firstly,
the feature vectors for a given phone sequence have to be
estimated. Secondly, a filter is implemented to transform
those feature vectors into audio signals. The quality of the

HMM generated speech is not as good as the quality of
the speech generated from unit selection synthesis. The
modeling accuracy can be improved by using hidden semi-
Markov models (HSMMs) [11], trajectory HMMs [12], and
stochastic Markov graphs [13].

III. Deep neural network speech synthesis
methods

A. Speech synthesis using deep neural network model

Conventional approaches to statistical parametric
speech synthesis typically use decision tree-clustered
context-dependent Hidden Markov models (HMMs) to
represent probability densities of speech parameters
given texts. Speech parameters are generated from
the probability densities to maximize their output
probabilities, and then a speech waveform is reconstructed
from the generated parameters. This approach is
reasonably effective but has a couple of limitations,
e.g. decision trees are inefficient to model complex
context dependencies. The authors in [14] examines
an alternative scheme that is based on a deep neural
network (DNN). The relationship between input texts
and their acoustic realizations is modeled by a DNN.
The use of the DNN can address some limitations of the
conventional approach. Experimental results showed that
the DNN-based systems outperformed the HMM-based
systems with similar numbers of parameters.

Hence, The authors in [14] examined the use of the
DNNs to perform speech synthesis. The DNN-based
approach has a potential to address the limitations in the
conventional decision tree-clustered context-dependent
HMM-based approach, such as inefficiency in expressing
complex context dependencies, fragmenting the training
data, and completely ignoring linguistic input features
which did not appear in the decision trees. The objective
evaluation showed that the use of a deep architecture
improved the performance of the neural network-based
system for predicting spectral and excitation parameters.
Furthermore, the DNN-based systems achieved better
preference over the HMM-based systems with a similar
numbers of parameters in the subjective listening test.
These experimental results showed the potential of the
DNN-based approach for statistical parametric speech
synthesis.

One of the advantages of the HMM-based system over
the DNN-based one is the reduced computational cost. At
synthesis time, the HMM-based systems traverse decision
trees to find statistics at each state. On the other hand,
the DNN-based system in [14] performs mapping from
inputs to outputs which includes a number of arithmetic
operations at each frame.
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B. Speech synthesis using WaveNet model
The authors in [15] introduceD WaveNet, a deep neu-

ral network for generating raw audio waveforms. The
model is fully probabilistic and autoregressive, with the
predictive distribution for each audio sample conditioned
on all previous ones; nonetheless we show that it can
be efficiently trained on data with tens of thousands of
samples per second of audio. When applied to text-to-
speech, it yields state-of-the-art performance, with human
listeners rating it as significantly more natural sounding
than the best parametric and concatenative systems for
both English and Mandarin. A single WaveNet can capture
the characteristics of many different speakers with equal
fidelity, and can switch between them by conditioning on
the speaker identity. When trained to model music, the
authors found that it generates novel and often highly
realistic musical fragments. they also showed that it can be
employed as a discriminative model, returning promising
results for phoneme recognition.

C. Speech synthesis using Tacotron model
A text-to-speech synthesis system typically consists of

multiple stages, such as a text analysis frontend, an
acoustic model and an audio synthesis module. Building
these components often requires extensive domain ex-
pertise and may contain brittle design choices. In [16],
the authors presented Tacotron, an end-to-end generative
text-to-speech model that synthesizes speech directly from
characters. Given (text, audio) pairs, the model can be
trained completely from scratch with random initializa-
tion. the authors presented several key techniques to make
the sequence-to-sequence framework perform well for this
challenging task. Tacotron achieves a 3.82 subjective 5-
scale mean opinion score on US English, outperforming
a production parametric system in terms of naturalness.
In addition, since Tacotron generates speech at the frame
level, it’s substantially faster than sample-level autoregres-
sive methods.

D. Speech synthesis using deep voice model
In [17] Deep Voice is presented. The model is a

production-quality text-to-speech system constructed en-
tirely from deep neural networks. Deep Voice lays the
groundwork for truly end-to-end neural speech synthe-
sis. The system comprises five major building blocks: a
segmentation model for locating phoneme boundaries, a
grapheme-to-phoneme conversion model, a phoneme du-
ration prediction model, a fundamental frequency pre-
diction model, and an audio synthesis model. For the
segmentation model, the authors in [17] proposed a novel
way of performing phoneme boundary detection with deep
neural networks using connectionist temporal classification
(CTC) loss. For the audio synthesis model, we implement
a variant of WaveNet that requires fewer parameters
and trains faster than the original. By using a neural
network for each component, the deep voice system is

simpler and more flexible than traditional text-to-speech
systems, where each component requires laborious feature
engineering and extensive domain expertise. Finally, the
authors in [17] showed that inference with their system can
be performed faster than real time and describe optimized
WaveNet inference kernels on both CPU and GPU that
achieve up to 400x speedups over existing implementa-
tions.

IV. Conclusions and future work

In This paper, we have presented a survey of several
speech synthesis techniques. Formant synthesis and artic-
ulatory synthesis are less used today but these techniques
can be suitable for applications that require less memory
and low processing cost. The unit selection and HMM
speech synthesis methods allow for more natural-sounding
modifications of the signal. The parametric representation
of speech using HMM model provides a straightforward
way of smoothing discontinuities of acoustic units around
concatenation points. The main limitation of the unit
selection synthesis is high processing cost and fewer varia-
tions are allowable on the recorded data. Hidden Markov
Model Synthesis is statistical methods that allow more
variations on the recorded data but the focus nowadays is
on the deep neural network speech synthesis methods due
to their ability to provide more natural and intelligible
synthetic speech compared to the conventional speech
synthesis techniques’ outputs.
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Abstract— In this paper, we have proposed a hybrid training
algorithm for the problem of channel equalization, also
referred to as SFLA–BP algorithm, which introduces BP to
SFLA to update the weights of artificial neural network (ANN)
in order to accelerate the standard SFLA. The proposed
training algorithm combines the characteristic of gradient
search algorithm because of its strong local-search ability and
the characteristic of stochastic search algorithms due to its
global-search ability. Its performance is investigated with
nonlinear channel equalization, and the results of experiments
show improved performance obtained by the proposed hybrid
SFLA-BP algorithm in convergence speed, robustness and
stability, as compared to the modified SFLA (the MSFLA) and
standard BP algorithm.

Keywords—Artificial Neural Network (ANN), Shuffled Frog
Leaping Algorithm (SFLA), Back-propagation (BP),
Adaptive Channel Equalization, Digital Communication.

I. INTRODUCTION

Adaptive channel equalizers play an important role in
digital communication systems; its main function is
returning the transmitted signal after being distorted by the
channel effect and noise. Different ways have been
suggested to decrease the effects of channel nonlinearity and
additive gaussian noise on signal transmission [1]. Artificial
neural networks (ANN) have been used in the field of
channel equalization to combat nonlinear distortion in
digital communication systems. Neural networks-based
equalizers provide an important performance improvement
in a different of communication channels compared to
conventional equalization [2]. The success of ANNs for a
particular problem depends on the adequacy of the training
algorithm regarding the necessities of the problem [3], [4].
The existing gradient-based techniques, in particular the
Back-propagation algorithm which is one of the most

popular training algorithms designed to minimize the
minimum squared error (MSE) between  the output of ANN
and its desired output. However, gradient search algorithm
perform local searches, they are susceptible to the local
minimum problem [3], [4].

The use of stochastic algorithms is an important
alternative for ANN training, because they are characterized
by performing global searches [4]. Among them, we
highlight the GAs, Differential Evolution (DE), particle
swarm optimization (PSO) and Shuffled Frog Leaping
Algorithm (SFLA), which have been also used in training
ANNs.

Moreover, in spite of the fact that they are efficient to
run global searches, they are insufficient to follow more
local searches [4]. In this light, we implemented a new
hybrid algorithm, called SFLA-BP, which combines the
advantages of both gradient search algorithm and stochastic
search algorithms. The Shuffled Frog Leaping Algorithm is
a memetic metaheuristic that is designed to seek a global
optimal solution by performing an informed heuristic search
using a heuristic function [5]. It is based on evolution of
memes carried by interactive individuals and a global
exchange of information among the population [5].

In SFLA-BP algorithm, SFLA ensures that the search
converges faster because of its global-search ability, while
BP makes the search passes over the local optima to obtain
the global optimum because of its strong local-search
ability. Compared with SFLA and BP, the proposed
algorithm is shown to be more superior in performance in
channel equalization because it combines them both.

This paper is organized as follows. Section 2 briefly
introduces the BP based neural network. The shuffled frog
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leaping algorithm is considered in section 3. The proposed
new hybrid SFLA–BP algorithm is described in Section 4.
Subsequently, Section 5 provides the simulation results.
Finally, our conclusion is presented in Section 6.

II. BP NEURAL NETWORK

Back-propagation (BP) [6] algorithm is the best known and
one of the most common learning algorithms used in neural
networks.  It is a generalized LMS algorithm that minimizes
the mean-squared error between the actual and desired
outputs of the network [7].
The architecture of a BP neural network as shown in Fig.1,
consists of an input layer, one or more hidden layers and an
output layer. All input nodes are connected to all hidden
nodes, and all hidden nodes are connected to output node.
From Fig. 1, it can be seen that the outputs of network is
expressed in the following way:

 1

1

I

j ji i j
i

y f w x b


 
  
 
 (1)

 2

1

J

j j
j

o h w y b


 
  
 
 (2)

Where yj is the output of the jth hidden node, I is the number
of the input node,  1

jiw is the connection weight from the ith

node of input layer to the jth node of hidden layer, xi is the
ith input node,  2

jw is the connection weight from the jth

node of hidden layer to the output node of output layer and b
is the threshold level.

In the above expressions, h represents the output activation
function (linear in this case), and f is non linear activation
function of the hidden layer.

Fig.1 Neural network trained with BP algorithm.

For a standard BP algorithm, the output of the node in the
output layer is compared with the desired response, resulting
an error signal. This error signal is propagated layer by layer
from the output layer to the input layer to adaptively adjust
all weights in neural networks (hence the name back

propagation algorithm for this training process). This
training procedure continues until the weights of the
network are updated sufficiently.

The BP algorithm adjusts the network weights so as to
minimize a cost function, e.g. the squared error function
given by:

(q) 2

1

1
( )

2

Q

q

E e


  (3)

 ( ) ( ) ( )q q qe d o  (4)

Where Q is the number of patterns, d is the desired output,
and o is the network output.
The basic BP algorithm calculates the gradient of E and
updates the weights by moving them along the gradient-
descendent direction. This can be summarized with the
expression [8]:
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Where the parameter  is the learning rate that controls the

learning speed.

III. SHUFFLED FROG LEAPING ALGORITHM

The shuffled frog-leaping algorithm, developed by
Muzaffar Eusuff and Kevin Lansey in 2003 [5], is a
memetic meta-heuristic that is described to search a global
optimal solution of the problem. It combines the advantages
of the genetic-based memetic algorithm (MA), and the
social behaviour-based particle swarm optimization (PSO)
[9].  SFLA consists of a population of frogs partitioned into
different subgroups called memeplexes, in which individual
frogs represent a set of possible solution. In each memeplex
a local independent search (uses the search strategy of PSO)
is performed by the set of frogs [10]. Each frog can effect on
the idea of the other frogs through a process of memetic
evolution [5]. Selecting frogs using a triangular probability
distribution provides a competitive advantage to better ideas
[11].  Moreover the ideas can be exchanged among
memplexes via a shuffling process. Then a local search and
shuffling processes will be continued until the termination
criteria met.

The flowchart of the SFLA is illustrated in Figure 2.
At first, the initial individuals of P frogs are produced
randomly. A fitness function is defined to evaluate the
frog’s position. Then the frogs are sorted in a descending
order according to their fitness, and the frog with the global
best fitness is identified as Xg.

:
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Then, the entire population is divided into m memeplexes, n
frogs in each memeplex (P =m×n). At this stage, the first
frog goes to the first memeplex and the second frog goes to
the second memeplex, mth frog goes to the mth memeplex,
and (m+1)th frog  back to the first memeplex, etc.
Within each memeplex there is a sub-memeplex including q
frogs generated by a triangle probability distribution
expressed in Equation (7). The sub-memeplex selection
strategy is to give higher weights to frogs that have higher
performance values and less weight to those with lower
performance values [11].

 
 

2 1
, 1,.....,

1j

n j
P j n

n n

 
 


(7)

Where j is the fitness sorting number of the current frog in
the population according to the fitness value in decreasing
order. More explanation about this process reviewed in [11].

Fig.2. Flowchart of the algorithm SFLA

The fundamental function of the algorithm is to update the
position of the worst frog through iterative operation in each
sub-memeplex. The new position of the worst frog is
updated as follows:

   .i b wD rand X X  (8)

 new
w w iX X D  ,  max maxiD D D   (9)

Where Xw and Xb are the worst frog position and the best
frog position respectively in the sub- memeplex. rand( ) is a
random number in the range of [0,1]. Dmax is the maximum
allowed change of frog’s position in each leaping. If the new
position of the worst frog is not better than before, the
calculations in Equations (8) and (9) are repeated with
replacement of Xb by Xg. If this process still can’t obtain the
better performance, the position is randomly generated for
the worst frog by the following formula:

     min max min.new
wX X rand X X   (10)

Where Xmax and Xmin represent the maximum and minimum
search range.
After finishing the local search processes of m memeplexes,
the memeplexes are shuffled to enhance the exchange of
global information.

IV. HYBRID SFLA-BP AMGORITHM

In the local search of the standard SFLA, the possible new
position of the worst frog is limited to the range between the
current position and the best position (Xb or Xg ) [12]. At
each iteration, the worst frog attempts to change its position
in order to become closer to the best frog [12],[13].
When the difference in position between the worst frog Xw

and the best frogs (Xb or Xg) becomes small, the change in
the position of Xw frog will be very small, and thus it might
stagnate at a local optimum, and decreases the convergence
velocity [12], [13].
To expand the possible search range, a modified form of the

SFLA has been introduced in [13]. The authors add an
acceleration factor C into the formulation of the original
algorithm, which is named MSFLA in this study. It is noted
that C cannot be too small, or the success rate for finding the
global optimum decreases [13], and it cannot be too large, or
the frogs make large leaps in the search space without
finding a promising location [13]. The author proposed that
C is set to 1.3-2.1.
Based on the above reasons, this paper presents a new
method to accelerate the convergence and improve the
stability and global search ability by combining shuffled frog
leaping algorithm with BP algorithm which allows to
explore the ability of SFLA and to exploit ability of BP.  The
flowchart of the proposed hybrid SFLA-BP in local search is
illustrated in Figure 3. To introduce BP into SFLA, BP
operation process can be added into every sub-memeplex
each iterative operation in SFLA.

Start

Initialize Parameters:

Population size (P)

Number of memeplexes (m)

Number of iterations within each
memeplex

Generate population P randomly

Evaluate the fitness of  P

Sort P in descending order

Record the best position Xg

Partition P into m memeplexes

Local Search

Shuffled the m memeplexes

Apply mutation on the population

End

termination
= true

No

yes
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Fig. 3 Flowchart of Local Search for SFLA-BP

In every sub-memeplex, Xw is first updated with Xb. If this
process produces a better solution, Xw is replaced by
new_Xw. This latter is updated again by BP algorithm using
Equations 5 and 6. Otherwise, Xb is replaced by Xg, in this
case, if the fitness is improved, then Xw is replaced by
new_Xw and updated new_Xw with BP algorithm. On the
other hand, if Xw cannot be improved by Xb or Xg, in this
case, the worst frog Xw is updated with BP algorithm using
Equations 5 and 6.

For SFLA each frog represents all weights of an ANN
structure. For example, for ANN with the structure of 4-2-1,
the corresponding encoding style for each frog can be
represented as:

Frog(i)=[w51 w52 w53 w54 w61 w62 w63 w64 w75 w76] (11)

However, when calculating the output of the ANN, we
need to decode each frog into weights matrix. The encoding
strategy can be written as:

  51 52 53 541

61 62 63 64

w w w w
w

w w w w

 
  
 

(12)

 2
75 76w w w    (13)

The simulation results will demonstrate that the
SFLA-BP algorithm can improve the performance of the
standard SFLA algorithm.

V. EXPERIMENTS AND RESULTS

To examine the convergence and effectiveness of the
proposed hybrid, SFLA-BP is compared with classical BP
and MSFLA presented in the literature [13].The ANN
structure containing a single hidden layer of three nodes.
Supposed that the input layer has five samples and output
layer has 1 node. The hidden transfer function is tangent
sigmoid function expressed in Equation (14), and the output
transfer function is a linear activation function. Since all
algorithms above are used in the same structure.

   
  
2

tansig
1 exp 2. 1

f x x
n

 
  

(14)

The SFLA parameters were defined as: population size P =
25, number of memeplexes m = 5, number of frogs per
memeplex n=5. Number of iterations within each memeplex
it=5. Number of iterations within each sub-memeplex it=3.
For the BP, The learning parameters  = 0.07. The

parameters setting of SFLA-BP are equal to SFLA and BP
algorithm.
Supposed that every initial frog was a set of weights
generated in the range of [-0.95, 0.95], and all thresholds in
the network were 0 s.
The digital message applied to the channel is made of
uniformly distributed bipolar random numbers {-1, 1}. The
channel noise is taken to be additive white Gaussian noise
with a signal to noise ratio (SNR) of 20 dB.
Simulations were conducted for the channel with transfer
function:

  1 20.3482 0.8704 0.3482H z z z    (15)

To examine the effect of nonlinearity on the equalizer
performance, we consider a nonlinear channel models
composed of a linear channel followed by a nonlinearity
defined by:

m=0m=m+1

it=it+1 & j = 1it=0

Determine Xb and Xw

Apply Equation 8 and 9

Apply Equation 8and 9
with replacing Xb by Xg

Update the worst frog
Xw by BP

Replace the worst frog

if  j ≤ jmax

m = no of
memeplexes

end

Start

yes

yes

yes

No

No

Is new Xw

better than Xw

Update the new Xw by
BP

yes

No

Construct sub-memeplex
include q frogs according
to the equation 7.

No

it = no of
iterations

Is new Xw

better than Xw

yes No

j=j+1
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         2 30.1 0.05z n y n y n y n v n    (16)

Where y(n) is output of the linear part of the channel, z(n) is
the nonlinear channel output and v(n) is the additive
Gaussian noise.

During this part of the simulations, the performance
measure is obtained through the use of signal constellations,
eye diagrams, learning curves and BER curves. For
MSFLA, we have chosen C = 1.7 because it shows the best
results.

Signal constellations and eye diagrams are plotted in
figures 4, 5, 6, 7, 8 and 9. These figures are determined by
taking 10 iterations and with a sequence which has a length
of 500 symbols.

Fig.4 Signal constellation at the input of the equalizer.

Fig.5 Signal constellation after equalization for SFLA-BP algorithm
(Number of iterations = 10).

Fig. 4 shows the unequalized data, while Fig. 5 shows the
equalized version obtained through the use of the proposed
algorithm. So, the equalizer performance is much improved
and the symbols are seen to converge closer to their original
positions.

Fig.6 Eye diagram at the input of the equalizer.

Fig.7 Eye diagram after equalization for SFLA-BP algorithm (Number of
iterations = 10).

Fig.8 Eye diagram after equalization for MSFLA (Number of iterations =
10 and C = 1.7).

Figures 6, 7, 8 and 9 represent the eye-diagram of the
equalizer input and output signals. Fig.6 shows the input
signals of the equalizers distorted by the effect of the
channel and noise. Whereas, the other figures show
respectively the outputs of the equalizers using SFLA-BP,
MSFLA and BP algorithms. It is clearly seen from these
figures that the output signals of the proposed equalizer are
the best one.

0 50 100 150 200 250 300 350 400 450 500
-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

Samples

A
m

pl
itu

de

0 50 100 150 200 250 300 350 400 450 500
-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

Samples

A
m

pl
itu

de

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

Time

A
m

pl
itu

de

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

Time

A
m

pl
itu

de

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

Time

A
m

pl
itu

de

The 1st National Workshop on Wireless Network, Cloud Computing and Cryptography (WWN3C’2023) _Boumerdes, April 26, 2023

119



Fig.9 Eye diagram after equalization for BP algorithm (Number of
iterations = 10).

The mean squared error (MSE) is one of the most useful
measures for the performance of an equalizer. Here, the
MSE performance is determined by taking an average of 10
individual runs, each of which involves a different random
sequence and has a length of 500 symbols. All the symbols
are used for training in the evaluation of the MSE. Fig.10
shows the convergence curves of the three algorithms, these
curves shows a clear improvement in both the convergence
time and the steady state MSE when using the SFLA-BP
algorithm. It is also clearly shown that SFLA-BP  algorithm
performs better than MSFLA and BP algorithm.

Fig.10 Learning curves for the different algorithms.

Bit error rate (BER) is another performance measure
popularly used in channel equalization and is defined as:

Number of error bit at the equalizer output
BER=

Total number of bits sent
(17)

Fig.11 shows the BER performance of the equalizer with
different algorithms.  The BER performance is determined
by taking an average of 10 individual runs, each of which
involves a different random sequence and has a length of
500 symbols. The number of iteration used for each
individual runs is 500 iterations. The first 200 iterations are
used for training and the rest which involves a different
random sequence for each iteration are used for testing. The
results indicate that the SFLA-BP algorithm yields a much
lower BER than the MSFLA and BP algorithm

Fig.11 BER curves of different algorithms.

VI. CONCLUSION

In this paper, we have proposed a hybrid training algorithm
for the problem of channel equalization, which introduces
BP to SFLA to train the weights of artificial neural network
(ANN). The BP algorithm is used to update the position of
the worst frog in order to accelerate the standard SFL
algorithm. This strategy enables to speed up convergence by
adding a search learning coefficient that pulls the worst frog
faster toward the best solution. The experimental results
have shown that SFLA-BP has superior performance in
comparison with MSFLA and standard BP algorithm.
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Abstract—in this paper, we design and simulate a low-cost 
Biosensor in the microwave ranges capable of detecting solids 
and liquids of unknown physical properties. 
The proposed biosensor is composed of a split ring resonator 
(SRR) of modified polygonal shape with two rings in a 
Symmetrical fashion of an electromagnetic behavior of the 
Band-stop-filter and the Complementary split ring resonator 
(CSRR) Circular cells etched in the ground plane. 
This work is a contribution that can subsequently design a new 
Class of sensors which are miniaturized microwave biosensors. 

The simulation was performed using Ansoft HFSS (High 
Frequency Structure Simulator) 
 

Keywords— Band-Stop-Filte, Metamaterial, Biosensor, 
Complementary split ring resonator (CSRR), HFSS. 

 

I. INTRODUCTION  
 Metamaterial-based biosensing technologies have attracted 
considerable attention from microwave to optical frequency 
due to their cost-effective, label-free biomolecule detection 
and cost-effectiveness. [1]. 
 
In recent years, various biosensors have been designed using 
structures based on metamaterials and with technical 
definitions of detection (Extraction of effective parameters 
of metamaterials-Change in dielectric constant -change in 
resonance frequency-modulation of coupling.. ...),  
 
In this work, we will propose a new class of sensors 
which are the miniaturized microwave biosensors capable of 
detecting solids and liquids of unknown physical properties. 
This genre of biosensors is based on the effect of 
electromagnetic coupling between microwave filters band 
stops and metamaterial resonators CSRR . 
Desired results can subsequently offer factors of 
qualities and also high sensitivities for our biosensors, 

II. THE PROPOSED BAND-STOP FILTERE  
 
The Design and dimensions of the modified polygon are 
shown in Figure 1.  
The prospective composition of our 
proposed  model is based on two polygonal shaped rings of 8 
segments spaced by D1. The outer ring is D3 wide, with a 

G2 wide opening in the eighth segment. The inner ring is D2 
wide, with a G1 wide opening in the fourth segment. 

 

 
          parameters   Value mm  
            Ws                             5.8 

            Ls                                    5.8 

            G1                                      0.5 

            G2                           0.6 
            D1                                 0.4 
            D2             0.5 
            D3             0.6 

 

 

Figure 1: (a) Design of BSF (b) geometric parameters 

 
 
 
The structure is simulated for the frequency band [1-10] 
GHz; the substrate used for the simulation is Rogers RO3003 
which has a relative permittivity of 3, tangential losses of 
around 0.001 and a thickness of 1.52 mm ,and this substrate 
use for all simulations. 
 

(a) 

(b) 
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Figure 2: S-parameters results of band stop filter 

Figure 2 shows that the polygonal cell and an 
electromagnetic behavior of the band stop filter in the band 
[4.4 GHz – 5 GHz] with very low efficiency and insertion 
losses. 
and must be very narrow, to see its displacement in 
dependence with the materials or the liquid under test. 
The band-stop filters thus constituting the proposed 
biosensors make it possible to eliminate the undesirable 
harmonics. 

III. BIOSENSOR DESIGN CONCEPT 
The proposed biosensor contains band-stop filter on the 
upper side and (CSRR) Circular cells etched in the ground 
plane. 

 
           parameters   Value mm  
            d                             0.15 

            c                                   0.15 

            r                                      0.85 

            s                            0.2 

 

       
  
                    
The continuation of our approach The structure is simulated 
for the frequency band [1-10] GHz with 1CSRR and 2CSRR 
and 4CSRRs . 
 
The characteristics of CSRRs have been studied by several 
searchers [2].The orthogonal electric field excites the CSRR 

that is comparable to an electric dipole which is placed along 
the axis of the ring.  
The coupling between CSRR and   band stop filter 
capacitance coupling [3], through the ring slot and the split 
of the outer ring produces magnetic coupling. The 
retrieved results from S-parameters shown in Figure 4 . 

 

       Figure 4: Numbers CSRRs are etched on the ground 

                       plane 

 
The results of the simulation in Figure 4 show resonance 
frequency shifts because of the Presence CSRR in structure 
Every time we add CSRR the resonance frequency is 
increasing The quality factor for general resonators, Q can 
be written [4]:               

                          r rQ f f   
 
The resonance frequency of the proposed biosensors can be 
shifted to lower frequencies due to interaction with the 
material under test (MUT) which is the basic principle of 
microwave biosensors. At the resonance frequency of the 
biosensors, the stored electric field (E0) and magnetic field 
(H0) are equal to each other. 

 
 

When a MUT interacts with the biosensors, it disrupts the 
Equilibrium of the stored electromagnetic fields and 
generates the new electric field (E1) and magnetic field (H1) 
which causes it to change the resonance frequency. 
 
This change in resonance frequency (Δfr) depends on the 
change in permittivity (Δɛ), permeability (Δµ) and volume 
(ѵ) of the MUT, which can be expressed mathematically as 
given in reference [5]: 
 
 

Figure 3: (a) (CSRR) Circular cells  
                 (b) Geometric Parameters 

(a) 

(b) 

The 1st National Workshop on Wireless Network, Cloud Computing and Cryptography (WWN3C’2023) _Boumerdes, April 26, 2023

122



1 0 1 0

2 2
0 0 00

. . )

)

(

(
vr

r

v

E E H H dv

E
f
f H dv





 

 










 

 

 
 
Figure 5: Cross section of band stop filter with a single     
CSRR and a schematic electromagnetic field distribution. 

 

In order to study the capacity of our biosensor for the 
detection of biological or chemical species, we deposited a 
thin layer of polyamide of variable thickness, having an 
electrical permittivity of 3.5, on the surface band stop filter. 

 

 
 

 Figure 6: the resonance frequency as a function of the 
                 thickness  

 

Have resonance frequency stability for d=0.3 the 
miniaturization of electronic devices is a major challenge in 
the context of microwave telecommunications.  

In this proposed structures, we are interested in using a single 

CSRR . 
The next step in the design of the biosensor The sensitivity, 

In order to calculate the sensitivity, we varied the relative 
permittivity of the polyimide layer from ɛr = 1 to 3.5  for the 
thickness: d = 0, 3 
 
 
 

TABLE I.  EFFECT OF RELATIVE PERMITTIVITY OF MUT ON      
RESONANCE  FREQUENCY 

 
Material Under Test                                                    

(MUT) 
Resonance Frequency 

  ɛr µr tanδe tanδm     GHz   dB 

  1    1 0.008                  0 4.62                     -50.72 
  1.5           1 0.008                  0 4.25 -42.79 
  2            1 0.008                  0 3.75                     -48.81 
  2.5            1 0.008                  0 3.65                     -36.20 
  3.5 1 0.008                  0 3.50                  -42.12 
 
 
 

 
Figure 7: Simulated transmission coefficient (S21) of the 
biosensor due to interaction with the  MUT with  different 
values of permittivity (ɛr ). 
 

From the figure 7, it can be seen that the relative permittivity 
is inversely proportional to the resonance frequency 
when the permittivity of MUT increases, the resonance 
frequency decreases due to the increase in the total capacity 
of the biosensor 
 
where fr , MUT is the resonance frequency of the sensor due 
to interaction with the MUT with relative permittivity ɛr. 
The relative sensitivity of various state of the art sensors 
[66–70] is tabulated in Table 2. 
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TABLE II.  TABLE  COMPARISON OF FREQUENCY SHIFT WITH VARIOUS 
STATE OF ART SENSORS. 

 
 
 
The analysis of biosensor is done in microwave region.Small 
change in dielectric constant produces shift in resonant peak 
of CSRR  this biosensor can be used for the detection of 
different types of cancer cells like Hela, PC12, MDA-MB-
231, MCF-7, Jurkat. The advantages of this biosensor are 
low cost  manufacturing and level free sensing with 
appropriate sensitivity [13]. 
 
 
 

TABLE III.   DIALECTRIC CONSTANT OF NORMAL CELL AND DIFFERENT 
CANCER CELL  

 
          Cancer cell                  Dielectric constant 
            Normal  cell                              1.822500 
            Hela                                       1.937660 
            PC12                                      1.946025 
           MDA-MB-231                            1.957201 
           MCF-7                                    1.962801 
          Jurkat                                      1.932100 
 
 
 
                  CONCLUSION AND PERSPECTIVES 
 
This paper presents an extremely sensitive microwave 
biosensor that is based on a band stop filter and 
Complementary split ring resonator (CSRR), 

The proposed bisensor is sensitive for the parameters of 
MUT (ɛr) which is demonstrated by electromagnetic 
simulation. 
 
 It is concluded that the fringe electromagnetic fields of 
biosensor interact with the MUT and real relative 
permittivity cause a decrease in the resonance frequency  
 
Sensitivity for different cancer cells are achieved with only 
which make the propose biosensor cost effective so it may 

 be used for different  cancer cell detection in  biosensing 
application . 
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         Ref Resonating 
Structure 

 

Resonance 
Frequency 

               
(GHz) 

 

Permittivity 
Range 

Studied 
 

Shift in 
Resonance 
Frequency  

[6]      SIR 1.91 10–80 38% 
[7]    CSRR 2.4  10–80 36% 
[8]     SRR 1.72  10–80 34% 
[9] Open-Loop       

Resonators                   
2.6  10–140 36% 

[10]    SRR       1.8  2.42–22.52 38% 
[11]   CSRR       2.5  2.93–3.64 50% 
[12]    CSSSR  15.12 2.1–3 50% 

This Work BSF+Single            
CSRR 

3.5–4.62 1–3.5 60% 
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Abstract— Blind and robust watermarking image
algorithm is implanted in this paper, we assemble two
transforms discrete wavelet transform (DWT) and discrete
cosines transform (DCT) accompanied with Edge insertion to
obtain an efficiency algorithm. We embedded the binary
watermark image in the coefficients of DCT after applying the
first level of DWT. The component used to insert the watermark
is HH. The advantage of hybrid technique gives more robustness
against various attacks, and the watermarked image achieves a
good quality in term invisibility of the watermark. The proposed
algorithm detailed step by step all instructions are used and the
experimental results determine the efficiency of our algorithm.
The evaluation metrics used in this algorithm are the parameters
PSNR (Peak Signal to Noise Ratio) and NC (Normalized
Correlation).
Keywords— watermarking image, Discrete Wavelet Transform,
and Discrete cosine transform.

I. INTRODUCTION
The world becomes a small town with the evolution of
communication technology as service web and multimedia
applications. However, it gives rise to problem of security and
authentication of digital multimedia contents. Therefore, it is
important to employ algorithms that provide enough securities
for multimedia contents while providing protection against
piracy and duplicate of the original work. Nowadays, the most
researchers are interests to domain of watermarking image
where here motive are the authentication [1].
The watermarking image is the operation to embed
information called the watermark image into original image
such that this watermark can be extracted to later [2, 3]. The
level of the watermarking scheme decomposed into two
domains, the first the spatial domain and the second the
frequency domain. In the spatial domain the watermark is
embedded in the cover image directly in the LSB bit (Last
Significant Bit) [4, 5], it is simple and rapid. However, the
major disadvantage of this process is the fragility against
geometrical and image processing attacks [6]. In contrast, the
frequency domain is embedded the watermark image in the
frequency coefficients of original image [7]. The known
frequency transforms are: Discrete Cosine Transform (DCT),
Discrete Wavelet Transform (DWT) and Discrete Fourier
Transform (DFT). Consequently, the uses of these transforms

are given more robustness against various attacks, invisibility
of watermark and augment the capacity of insertion. The
design of an effective watermarking scheme determined by
response to the three exigencies among following: invisibility,
robustness and capacity of insertion. For this reason the
modelling mathematical in the watermarking image algorithm
has come to give more of robustness like as the technique of
the singular value decomposition (SVD) [8]; the researchers
have combined the SVD with the others transforms well-
known to create hybrid techniques. The same algorithms have
given perfect invisibility and higher robustness as noted in [9],
where Rajesh Mehta and al. have proposed the algorithm of
watermarking image based on DWT-SVD; in this scheme the
authors embed the watermark image in the component LL of
DWT transform done the SVD technique. Musrrat Ali and al.
in [10] have proposed the watermarking scheme in DWT-
SVD domain using the differential evolution technique (DE).
The step of insertion determine in all sub-band of DWT
transform of one level done in the singular value
decomposition with a secret key calculated by the DE, it is
different for each sub-band. A. Manjunath and al. [11]
presented the method of watermarking image based on the
stationary wavelet transform (SWT), this system performed
the high frequency component are omitted, and the low
frequency are kept with few alternations in the stage of
watermark insertion. O. jane and al. in [12] explained in their
paper a robust watermarking method based on the DWT-SVD,
the LU decomposition are used to obtain a perfect
watermarking algorithm ensure the robustness. In addition,
Hung-Hsu Tsai and al. in [13] proposed the blind
watermarking image algorithm based on hybrid technique
DWT-SVD done by SVR and PSO technique to embed the
watermark image. The proposed algorithm in [14] based on
DWT of two levels in order to compact a higher energy in
component LL1, and Contrast Sensitivity Function (CSF) to
improve the invisibility and robustness, the Function of Pixel
Movement (PMF) is applied to increase the security
properties. The experimental results give a good robustness
against various attacks.
The proposed algorithm is based on the hybrid technique
DWT-DCT and Edge insertion; we embed the binary
watermark in the sub band HH of the DWT done by the DCT
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transform and the key k. where the pixel bit of watermark
image equal to one we insert this bit multiplying to k, else we
subtract the bit one multiplying to k. The Robustness of the
watermarking algorithm is demonstrated by the Normalized
Correlation (NC) between watermark image and extracted
watermark and the Peak Signal to Noise Ratio (PSNR)
measured between the cover image and the watermarked
image.
The rest of this paper is organized as follows: description of
transform domain presented in section two. The proposed
algorithm is detailed in section three. The experimental results
and their discussion are considered in section four. Finally,
we conclude by a conclusion.

II. TRANSFORMS DOMAIN

A. Discrete Wavelet Transform
The DWT is compacted to a high energy and used in

various domains well known. This theory based on separate
the frequency into four sub-bands, a lower resolution
approximation component (LL) and three other corresponding
to horizontal (HL), vertical (LH) and diagonal (HH) detail
component. The LL sub-band is the result of low-pass
filtering and contains major information of the cover image.
The HH sub-band component is high pass filtering and
contains the high frequency along the diagonal. The HL and
LH of the image are the result of low pass filtering and high
pass filtering in one direction, vertical or horizontal. The most
information of cover image concentrates in sub-band LL and
the details of the image demonstrated in the component LH
and HL [15]. Lastly, the LL sub-band can be decomposed to
obtain another level as it shown in figure 1.

Fig. 1 Two levels of discrete wavelet transform.

B. Discrete cosine transform

The DCT transform is a form of signal decomposition that
converts images from spatial domain to frequency domain
[16]. The equation of the discrete cosines transform of two
dimensions is presented as following:

The 2-D DCT for a block of 8* 8 pixels is given by (1)
[16, 17].

� �, � =
� � � �

4 � �, � cos (
2� + 1 ��

16
)�� cos

2� + 1 ��
16

� � , � � =
1
2

, �� �, � = 0

1, ��ℎ������
Where x(i,j) is the intensity value of pixel in location of (i,j).
Therefore, we have [17, 18].

� 0,0 =
1
8

� �, ��� (2)

In the second formula shown, the coefficient )0,0(F of
the DCT transform is measured by the average value of the

88 pixels of one block of the image and is used for the
extraction of colour data [19]. The rest pixels are show the
frequency feature of the image where are called AC [20].

III. PROPOSED METHOD

In this section, the proposed watermarking algorithm will
present. The watermark image embedded into the sub-band
HH of DWT transform done by DCT transform and key k in
the original image. The watermarking algorithm evaluated by
using the following metrics PSNR (Eq. 3) and NC (Eq. 4).
These parameters help us to the evaluation process in term
robustness against the attacks and invisibility of watermark.

����

= 10 ���10 (
(����)2

1 (� × �) � � (� �, � − Iw �, � )2��
) (3)

�� �, w' = � � � �, � w'(�, �)��

� � �(�, �)2�� � � w'(�, �)2��
(4)

Where �, �� present original and watermarked images
respectively.
Where �, �' present original and extracted watermark
respectively.

B. Embedded process

To embed the watermark image w of size 32*32 in the cover
image I of size 512*512 pixels, we used the embedding
algorithm summarized in the following steps:
- Divide the host image to the following sub bands done by

the first level of DWT: {LL, HL, LH, HH}
- Choose the sub band HH and divided into blocks iB , each

block of size 8*8; then apply DCT transform to each block
to obtain a new block called ( *

iB ).

'*** TBTB ii  (5)

- Embed the watermark w into the blocks *
iB

�� � �, � = 1 �ℎ��
�� = ��

∗ + � × ����(8)
����
�� = ��

∗ − � × ����(8)
���

(6)

Where, wB represents the blocks of component
watermarked wHH , and � represents the key.
- Apply the IDCT transform to wB as following:

TBTB ww *'**  (7)
- Apply the first level of IDWT transform to wHH to

obtain the watermarked image.
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C. Extracted process

We use the watermarked image for extracted the watermark,
the extraction process explained as following:
- Divide the watermarked image into sub-bands by done the

first level of DWT
- Choose the component wHH .

- Divide the component into block *
wB , each block of size

8*8; then apply the DCT transform to each block to obtain
wB .

'** * TBTB ww  (8)
- Extract the watermark image w by using the equation (9,

10)
� = � � ���� (9)

� �, � =

�� � > 0
� �, � = 1

����
�� � < 0

� �, � = 0

(10)

IV.RESULT AND DISCUSSION

In this section, we use the images Lena and Airplane with size
512*512 pixels to test our algorithm and we use a watermark
image of size 32*32 pixels. Figure two represent the original
image and watermarked image (WI) Lena with PSNR equal to
43.939 dB and the normalized correlation value NC=1.

(a) (b) (c) (d)
Fig. 2: (a) original image Lena, (b) watermark image, (c) watermarked

image (WI) Lena with PSNR 38.9153 dB, (d) extracted watermark (EW) with
NC =1.

We validate our proposed method of watermarking image by
several experiments to ensure the robustness. For this reason
we use the various attacks following in Figure 3 (a) Salt and
pepper (SP) with 1% variance, (b) Gaussian noise (GN) with
zero mean and 1% variance, (c) Median filtering (MF) using

33 pixel’s neighborhood, (d) Average filtering (AF) using
33 pixel’s neighborhood, (e) sharpening filter (SH), (f)

Gaussian low-pass filtering (GF), (j) Gamma correction of 0.6
(GC) with 0.6, (h) JPEG compression(JPEG) with quality
factor 60.

The proposed method examined against different attacks to
provide her resistance against them (Figure 3 (a) to (h)). Our
experiments indicate that the proposed watermarking scheme
exhibits high imperceptibility and good robustness. The
parameter NC is maintained the good level of similarity
between watermark before and after the attack.

Attacks WI Lena EW WI Airplane EW

SP

GN

MF

AF

SH

GF

GC

JPEG

1 1

1 1

0.9379 0.9455

0.9578 0.9591

1 1

1 0.9993

1 1

1 1

Fig. 3 : Distorted watermarked image (WI) Lena, Airplane and their
corresponding extracted watermarks (EW) after attacks indicating NC value,
(a) Salt and pepper, (b) Gaussian noise, (c) Median filtering, (d) Average
filtering, (e) sharpening filter, (f) Gaussian low-pass filtering, (j) Gamma
correction, (h) JPEG compression.
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The table one discusses the comparison of our algorithm
against anther published work. The obtained results proved
the robustness against various attacks with a good NC values
compared with the results in [21].

attacks Proposed Algorithm in
[21]

Our algorithm

Lena Airplane Lena Airplane
SP 5% 1 1 0.9974 0.9940
BG 5% 0.9917 0.9867 0.9921 0.9888
MF 3*3 0.9967 0.9980 0.9379 0.9455
AF 3*3 1 1 0.9578 0.9591
SH 0.8 1 1 1 1
GF 3*3 0.9275 0.9190 1 1
GC 1 1 1 1
HE 1 1 1 1

C-JPEG 50% 1 1 1 1
Table 1: The NC values of comparison.

V. CONCLUSION:
The blind watermarking algorithm realized in this paper based
on hybrid technique DWT-DCT give a high robustness. The
three exigencies of watermarking image are realized as
following the robustness of system, invisibility of watermark
and capacity of insertion. The value of PSNR given by
38.9153 dB for Lena and Airplane images demonstrate the
good quality of the watermarked image compared by the
original image. The values of NC for the two watermark
images given by 1 indicate the similarity between watermark
image and extracted watermark. The mathematics technique
of Singular Value Decomposition as perspective for evaluates
the robustness of the algorithm.
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Abstract—The aim of this work is to compare the 

performance of LEACH (Low Energy Adaptive 

Clustering Hierarchy) routing protocol with a modified 

version called VSG_LEACH (Virtual Square Grid Low 

Energy Adaptive Clustering Hierarchy) protocol in order 

to create a generalized view about these protocols and 

thus to enhance the performance of power consumption 

of sensors used in WSNs (Wireless Sensor Networks). 
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I. INTRODUCTION  

 Wireless Sensor Network (WSN) has received a lot of 
attention during the last decades because they cover a wide 
range of applications such as military, environment, medicine 
and industry. WSNs are usually used to control unattended 
zones where the batteries of sensors are unchangeable and not 
replaceable [1]. WSNs nodes are deployed randomly in 
specific area to collect information on the environment like 
temperature, pression, pollution and send it to the base station 
(BS) [2]. 

        In recent years, researchers work mostly on routing 

protocols to increase the lifetime of networks. The purpose of 

routing protocols is the optimal routing of data from source 

to destination taking into account material constraints and 

energy consumption [3]. 

       Hierarchical routing protocol is a very important topic 

that divides sensors into different layers in order to reduce 

energy consumption. The typical hierarchical routing 

technique is clustering, where the network is divided into 

clusters [4]. LEACH grouped nodes into clusters and each 

cluster selects one node to become a cluster head (CH) and 

the other nodes become a cluster member [2]. In each cluster, 

a leader CH ensures the aggregation of data from ordinary 

nodes (ONs) and transmission of data to the base station (BS) 

[5]. 

       Among the drawbacks of LEACH is the random 

generation of the cluster heads and that LEACH deviates 

from the optimal value of CHs. Various protocols have been 

developed to elevate this drawback. In this paper we will 

study one of these protocols called VSG_LEACH and we will 

compare its performance to the LEACH protocol. 

 

II. PRESENTATION OF LEACH ALGORITHM 

      LEACH is a protocol developed by Heinzelman et al [6].  

It works in rounds; each round is divided into two phases: set-

up phase and steady-state phase [7]. 

A. Set-up phase 

 To select the CH, each node generates a random number 
between 0 and 1 if it is different than CH. If this number is less 
than the threshold value, the node is elected as CH [8]. The 
threshold value T(n) is calculated as follows:  

 

Where : 

• P: the percentage of nodes to become CHs. 

• r: is the number of rounds that have elapsed. 

• G: is the set of nodes that have not elected as CH in the 
previous 1/P rounds. 

 Each CH broadcast a message to all nodes, each node 
joins the CH with the high signal strength of the message. The 
CH creates a TDMA (Time Division Multiple Access) 
schedule to indicate to each node exactly which slot use to 
transmit its data to prevent collisions and increases the 
network lifetime. 

       If the CH loses its energy, all the nodes belong to the CH 

cannot communicate with the rest of the network. LEACH 

therefore integrates a random rotation of the cluster head 

position for all cluster members [6]. 
 

B. Steady-state phase 

 In this phase all nodes send data to their CHs according to 
the TDMA planification to conserve the overall energy 
consumption of network. The CHs aggregate and forward a 
data to the base station (BS) in a single hope transmission. If 
a failure occurs all the data captured by the nodes are lost [9]. 
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Fig. 1. Round in LEACH 

III. PRESENTATION OF VSG-LEACH 

      VSG-LEACH (Virtual Square Grid LEACH) is a 

protocol developed by Lechani et al [10] in order to eliminate 

the disadvantages associated with the random formation of 

CH. VSG-LEACH protocol partitions the area to be 

monitored into several squares that have the same area. Nodes 

in the same square form a cluster. The optimal number of CHs 

is set to 5% of the total number of nodes. Fixing the clusters 

allows the distribution of CH over the entire monitored area 

and the energy consumed during cluster formation is 

conserved. 

      In VSG-LEACH each round is divided into two phases: 

set-up phase and steady-state phase. 

 

A. Set-up phase 

 In order to select the CHs a weight W(i) assigned to each 
node. In each cluster the node having the highest weight is 
selected to be the CH. The weight value W(i) is calculated as 
follows: 

 W(i)=  Energyres(i) +  Dist(i)    () 

 Where 

• Energyres(i)  : is the residual energy of the node(i). 

• Dist(i) : is its distance to the centre of the square. 

• ,  : are weights assigned to residual Energy and 
Distance to square centre according to its importance. 

 

B. Steady-state phase 

      LEACH and VSG-LEACH have the same steady state 

phase. All nodes send data to their CH according to the 

TDMA schedule. The CHs aggregate and forward a data to 

the BS. 

 

IV. RESULTS AND DISCUSSIONS 

 In this section we will perform a series of simulations in 
order to compare the two protocols LEACH and 
VSG_LEACH. For this reason, the algorithms have been 
tested in two different scenarios.  In scenario 1, the nodes are 
deployed randomly in a 100×100 area and BS is placed at the    
position (50, 175). In scenario 2, the nodes are deployed 
randomly in 200 × 200 areas and BS is placed at the position 
(100,275). 

      Initially all nodes have the same amounts of energy and 

each node sends one packet per time unit to the CH. The 

simulation is implemented using MATLAB R2020a, all the 

parameter used and their values are shown in the TABLE1. 

The same parameters are used for LEACH and VSG_LEACH 

algorithms. 

TABLE I.  THE PARAMETERS USED 

Parameter Scenario 1 Scenario 2 

Network size 100x100 m 200x200 m 

Base station location (50,175) (100,275) 

Number of nodes 100 100 

Data packet size 4000bit 4000bit 

Aggregation energy 5nJ 5nJ 

Initialy energy of nodes 2J 2J 

Percentage of CHs 5% 5% 

Maximum number of rounds 10000 10000 

 

Fig. 2, Fig.3 and Fig.4 show the clustering in LEACH and 
VSG-LEACH, nodes of the same cluster are designed by one 
color. In LEACH the number of clusters is randomly 
generated and deviates strongly from the optimal value five (5 
clusters in round 1, 7 clusters in round 2) in the same scenario. 
This can explains the load imbalance in LEACH protocol. 

In order to fix the number of clusters during all the lifetime 
of the network, the area in VSG-LEACH is devided into equal 
size squares (4 square in scenario 1) as shown in Fig.4. The 
nodes of each square form a cluster. 

 

Fig. 2. Clustering in LEACH in 100x100 area in round 1  

Fig. 3. Clustering in LEACH in 100x100 area in round 2 
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Fig. 4. Clustering in VSG-LEACH in 100x100 area 

 

      In this study, we will take the most important factor 

network lifetime and residual energy to compare the 

performance of LEACH and VSG-LEACH. 

       Fig. 5 and Fig. 6 show the number of alive nodes per 

round for LEACH and VSG_LEACH in scenario 1 and 

scenario 2 successively. In scenario 1 the first dead node in 

LEACH was in round 476 and the last dead node was in round 

3286. While in VSG_LEACH the first dead node was in 

round 795 and the last dead node was in round 4386. In 

scenario 2 the first dead node in LEACH was in round 8 and 

the last dead node was in round 2380. While in VSG_LEACH 

the first dead node was in round 8 and the last dead node was 

in round 3652. 

      Therefore, VSG-LEACH has better network lifetime than 

LEACH in the two scenarios. 

 

 

Fig. 5. Alive nodes per round in LEACH and VSG-LEACH in (100x100) 

area 

 

 

 

 

 

Fig. 6. Alive nodes per round in LEACH and VSG-LEACH in (200x200) 

area 

 

Fig. 7 and Fig. 8 show the residual energy per round for 

LEACH and VSG_LEACH In scenario 1 and scenario 2 

successively.   

 

Fig. 7. Residual energy  per round in LEACH and VSG-LEACH in 

(100x100) area 

 

Fig. 8. Residual energy  per round in LEACH and VSG-LEACH in 

(200x200) area 
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TABLE II.  COMPARISON OF NETWORK LIFETIME OF PROTOCOLS 

Scenario 
% Dead 

node 
LEACH 

VSG-

LEACH 

Rate 

VSG-

LEACH 

Scenario 1 1(FND) 476 795 67,01% 

 100(LND) 3286 4386 33,47% 

Scenario 2 1(FND) 8 8 0% 

 100(LND) 2380 3652 53,44% 

 

TABLE III.  COMPARISON OF RESIDUAL ENERGY  OF PROTOCOLS 

Scenario 
% Energy 

consumption 
LEACH 

VSG-

LEACH 

Rate 

VSG-

LEACH 

Scenario 1 50 733 908 23,87% 

 100 3286 4386 33,47% 

Scenario 2 50 270 111 -58,88% 

 100 2380 3652 53,44% 

 

V. CONCLUSION 

      In this paper, we have study two protocols LEACH and 

VSG_LEACH focusing on network lifetime in order to 
compare the performance of each protocol. In the first 
scenario VSG_LEACH increase the network lifetime by 
67.01% and residual energy with 33,47 compared with the 
basic LEACH protocol. In the second scenario VSG_LEACH 
increase the network lifetime by 0% and residual energy with 
53,44 compared with the basic LEACH protocol. The results 
show that the network with VSG_LEACH survives longer 
than with LEACH which mean that the VSG_LEACH 
protocol is more efficient than the LEACH protocol. 
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Abstract— One of the most crucial components of a 

rotating machine is bearings. Mechanical failure, financial 

loss, and even personal injury are all possible 

consequences of bearing failure. For these reasons, it 

became necessary to find a reliable approach to identify 

and classify bearing faults. An intelligent fault 

classification model that combines Hilbert Transform 

(HT) and one-Dimensional Convolutional Neural Network 

(1D-CNN) is proposed to classify bearing fault. In the 

beginning, the original vibration signal is segmented into 

multiple samples, and we apply the HT on each sample. 

Finally, the resultant of the HT is used to design and train 

two parallel convolutional neural networks with the same 

filter length but different filter sizes. The Paderborn 

University bearing dataset is used to prove the 

performance of the proposed method. The results show the 

high accuracy of the proposed method with an accuracy 

rate of 99.47%. 

Keywords—rolling bearing, one-dimensional 

convolutional neural network, Hilbert transform. 

I. INTRODUCTION  

Recently, rotating machines are become widely used in 

different industrial applications, which leads to the emergence 

of deteriorating operating conditions. Almost, 44% of the 

rotating machines faults result due to the malfunctioning of the 

bearings [1]. Consequently, bearing faults detection and 

diagnosis in rotating machinery becomes important. Bearings 

of rotating machines usually generate vibration signals. The 

occurrence of faults in these bearings will cause a change in 

the normal bearing vibration signal, as a result, vibration 

analysis considers the most widely used technique in 

preventive maintenance [2]. 

Bearing faults identification includes two steps, feature 

extraction and faults classification. In the case of feature 

extraction, several signal processing techniques are used to 

extract features, including statistical analysis, Fast Fourier 

Transform (FFT), envelope analysis, Hilbert Transform (HT), 

wavelet transformation (WT) and empirical mode 

decomposition (EMD). In the case of fault classification, 

many machine learning techniques have been used. In recent 

years, deep learning (DL) technologies have been widely used 

in the field of fault diagnosis of bearing because of their 

ability to overcome the shortcomings inherent in traditional 

machine learning methods [3]. 

With the motivation to improve the capability of bearing 

fault detection and classification, a signal analysis method 

based on Hilbert transform and one-Dimensional 

Convolutional Neural Network is proposed in this study. The 

remainder of this document is structured as follows: The 

proposed method, including the HT and the 1D-CNN are 

presented in the second section. The proposed method was 

validated using the Paderborn university bearing dataset, 

which is described in part three. The proposed architecture of 

the CNN is shown in section four. The experimental results 

are presented in section five. In the final section, some 

conclusions are made. 

II. PROPOSED METHOD 

The flowchart in figure 1 illustrates the suggested method.  

The first step is to segment the raw vibration signal into 

segments. The HT of each segment is calculated as a second 
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step. Finally, the bearing defects are classified using a 1D-

CNN classifier. 

 

 

 

 

 

 

 

 

 

 

 

Fig1. Flowchart of the proposed method 

A. Hilbert Transform 

The Hilbert transform is used to facilitate the formation of 

the analytic signal , as follows: 

    (1) 

 is the Hilbert Transform of  , which is given by 

the convolving the signal  with , as giving in equation 

2. 

 

 

(2) 

where t and τ are time and translation parameters respectively. 

There is no equivalent between the result of the HT and the 

original signal. In other words, the phase spectrum of the 

signal is changed and shifted by ±90°. However, the 

magnitude spectrum does not change. Also, the HT of a signal 

does not change the domain [4]. Moreover, HT is an adaptive 

method used for both non-linear and non-stationary signals. 

As a result, it is one of the preferred advanced signal analysis 

techniques for fault diagnosis [5]. 

B.  Convolutional Neural Networks 

The Convolutional Neural Network CNN is one of the 

representative deep learning algorithms, which is frequently 

utilised in disciplines like defect diagnostics, computer vision, 

and natural language processing. A CNN architecture typically 

comprises four different kinds of layers: convolution, pooling, 

activation, and fully connected. 

The convolution layer is the fundamental way that the filter 

is applied to an input. Firstly, the size of the filter window is 

defined, this filter window moves progressively from left to 

right and from top to bottom by a certain number of steps 

defined beforehand (stride) until it reaches the end of the 

input. At each portion of the input encountered, a convolution 

calculation is carried out making it possible to obtain a feature 

map as output which indicates where the features are located 

in the input. Once the feature map is computed, each value is 

passed to an activation function. Several nonlinear activation 

functions exist, but the most common function used presently 

is the rectified linear unit (ReLU). The ReLU function 

replaces all negative values received as inputs with zeros, 

which allows the model to perform better, learn from the 

training data faster, and overcomes the vanishing gradient 

problem [6]. 

Convolution layers are often followed by another block of 

pooling layers. This layer is a sample-based discretization 

process. Its purpose is to down sample an input representation 

by reducing its dimension. Moreover, its interest is that it 

reduces the computational cost by reducing the number of 

parameters to be learned, which helps control the overfitting 

of the network. After the convolutional part of a CNN, comes 

the classification part, which corresponds to the fully 

connected layer. These layers are placed at the end of the 

CNN architecture and are fully connected to all output 

neurons. After receiving an input vector, the fully Connected 

layer successively applies a linear combination and then an 

activation function with the final aim of classifying the input. 

Finally, it returns as output a vector corresponding to the 

number of classes in which each component represents the 

probability for the input to belong to a class. 

III. DATASET DESCRIPTION 

Paderborn bearing dataset [7] was provided from the 

mechanical engineering research centre of Kat-Data Centre. 

The test rig of this dataset is displayed in Figure 2. 

 The dataset has been generated using different types of 

bearings, including healthy bearings, artificially damaged 

bearings and real damaged bearings. Drilling, electric 

discharge machining (EDM), and manual electric-sculpting 

methods are techniques used to create artificial damage on the 

bearing. For the real damaged bearing, two different 

techniques, named fatigue and plastic deformation, were 

applied. For each bearing, various kinds of data, including 

vibration, current, speed, and temperature, were recorded.  In 

our work, we used vibration data. The dataset is generated 

with multiple combinations of rpm, torque, and load as shown 

in table 1. For the purpose of this study, we used the first 

combination of the signals illustrated in table 2. Furthermore, 

each bearing is used 20 times to generate 20 signals with one 

fixed combination. The signal produced has a sample 

frequency of 64 kHz and lasts for 4 seconds. This indicates 

that there are 256,000 data points in a signal. We divide each 

type of signal into 125 segments and each segment contains 

2048 points, which means a total of 22500 segments are used. 

70% of these segments were used for the training and the 

remaining signals were for the test. 

 

 

Raw vibration data 

Data segmentation 

Hilbert transform 

 

1D-CNN classifier 
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Table 2: working conditions 

NO Relational 
speed (rpm) 

Load torque 
(Nm) 

Radial force 
(N) 

Signal name 

1 1500 0.7 1000 N15_M07_F10 

2 900 0.7 1000 N09_M07_F10 

3 1500 0.1 1000 N15_M01_F10 

4 1500 0.7 400 N15_M07_F04 

 

 

Fig.2. The experimental test rig. 

Table 2: List of data sets used 

Bearings faults Healthy Inner Outer 

Signals code K001, K002, 

K003 

KA01, KA04, 

KA07 

KI01, KI04, 

KI07 

IV. PROPOSED ARCHITECTURE 

Figure 3 represents our 1D-CNN architecture comprising 

two parallel 1-D CNNs followed by the concatenating layer. 

Indeed, convolutional streams in the two 1D_CNN models 

produce feature maps then their fusion provides the input of 

the fully connected layers. In each convolutional layer for both 

1D-CNN models, the number of filters is fixed but their sizes 

are different, filters of size 3 with a stride of 2 with padding 

were used for the first 1D-CNN model, and filters of size 5 

with a stride of 2 with padding were used for the second 

model. For all the max pooling layers, a stride of 2 was used. 

The proposed model uses different hyperparameters, as an 

example, for the optimization algorithm we use Adam 

Optimizer, and sparse categorical cross-entropy is used for the 

loss function.   

V. EXPERIMENTAL RESULTS 

Table 3: The Accuracy, Recall and F1-score rates of each faults type 

Classes 0 1 2 

Precision 0.9947 0.9907 0.9938 

Recall 0.9929 0.9969 0.9938 

F1-score 0.9998 0.9942 0.9965 

Accuracy 99.47% 

 

The loss and accuracy curve for the proposed model are 

provided in figure 4 and figure 5 respectively. The accuracy 

curves indicate that the model achieves an accuracy of 100% 

for the training data and 99,47% for the testing data. In order 

to further check the performance of the proposed model, the 

precision, recall and F1 score rates are calculated and 

presented in table 3. From table 3, we can see that all the rates 

are close to 1, which confirms the ability of the proposed 

model to classify bearing faults. 

 

 

Fig.3. Proposed method architecture. 

The 1st National Workshop on Wireless Network, Cloud Computing and Cryptography (WWN3C’2023) _Boumerdes, April 26, 2023

135



 

Fig.4. Loss curve of the 1D-CNN 

 

Fig.5. Accuracy curve of the 1D-CNN 

 

 

Fig.6. Confusion matrix of the 1D-CNN. 

VI. CONCLUSION 

This work has proposed an approach for bearing fault 

identification and classification. In this context, the Hilbert 

transform was used to extract features from the bearing signals 

vibration. For classification purposes, two parallel one-

dimensional convolution neural network was applied. The 

findings demonstrate the efficacy of the suggested method for 

bearing faults classification with an accuracy of 99.47%.  
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Abstract— In this paper we propose the design of an intelligent system 

for the prediction of soft-biometric characteristics through offline 

handwritten texts. The goal is to present a study that allows the gender 

determination of individuals from their handwriting. The idea is based 

on the extraction of a set of characteristics from samples of man and 

woman writers, so that it can distinguish between the two categories. 

Writing attributes such as orientation, curvature, texture, and 

readability are estimated by calculating characteristics. Classification 

is done using One Class Support Vector Machine (OC-SVM). Both 

proposed methods were evaluated using IAM datasets, an interesting 

results were recorded. 

 

Keywords— One-Class support Vector machines, gender 

recognition, Curvelets transform, Histogram of Oriented 

Gradients. 

 

I. INTRODUCTION 

Handwritings can be classified into many categories 
including gender, age, handedness, and nationality. This type of 
classification has several applications. For example, in the 
forensic domain, handwriting classification can help the 
investigators to focus on a certain category of suspects. 
Additionally, processing each category separately leads to 
improved results in writer identification and verification 
applications. [1], gender based on the face mode in order to use 
for publicity card, which can serve to detect whether the product 
is designed for Woman or Man [2], [3] and gender based on 
handwriting mode [4] for Parkinson disease [5]. In this context, 
a research group on computer vision and artificial intelligence 
at Bern University developed the IAM handwriting dataset, 
which is devoted to writer identification like gender and 
handedness prediction [4]. Using this dataset, Liwicki et al [6], 
used the gender and handedness prediction. Specifically, Bi-
Class Support Vector Machine (BC-SVM) and Generalized 
Markov Model (GMM) classifiers are used in order to achieve 
the classification task. For the off-line characterization, they 
applied a sliding window in the writing direction in order to 
calculate features. On-line and off-line features yield accuracy 
equal to 64.25% and 55.39%, respectively. For more 
improvement of the obtained results, a combination of both 
modes of features yields an accuracy of 67.57%. In related 
work, Siddiqi et al [7], proposed an alternative system which is 
based on extracting a set of specific features such as slant, 
curvature, texture and legibility, which are estimated from 
writing samples of Woman and Man writers. The classification 
step is carried out using artificial neural networks and support 

vector machine to discriminate between the Man and Women 
writing style. More recently, Bouadjenek el al  [8] provided 
local descriptors in order to improve off-line handwriting 
gender, a set of different features is used, involving Grid 
features, Local Bianary Pattern (LBP) and Histogram of 
Oriented Gradients (HOG), in order to identify the handwritten 
style is whether for Man or Woman a BC-SVM is used, From 
the obtained results, HOG descriptor shows its superiority to 
achieve 74% while the density and LBP descriptors yield 72% 
and 70%, respectively. Guerbai et al [9] used combining 
different classifiers through the minimum rule of decision of 
OC-SVM classifier, MRRs are increased whatever the selected 
threshold. Indeed, when selecting the hard threshold, the MRR 
are 72.00%. Whilst, for soft threshold, the MRRs are 77.33%. 
This proves the need to adjust the threshold and the usefulness 
to combine classifiers in order to achieve better performances. 
Furthermore, we can notice that the threshold is very sensitive 
and it should be adjusted carefully according to the 
requirements of the HGRS. 

The main contribution of this paper is to investigate the 

effective use of OC-SVM classifier for HGRS by using 

curvelets transform and Histogram of Gradient (HOG). The 

remainder of the paper is organized as follows. Section 2 

describes a review a features generation and OC-SVM 

classifier. Section 3 presents the design of individual and 

combined HGRS system. The experimental and statistical 

results are summarized in Section 4. Finally, the conclusion is 

provided in Section 5. 

II. REVIEW OF FEATURES GENERATION AND  OC-SVM 

CLASSIFIER  

A.  Features generation 

1) Histogram of Oriented Gradients 

The Histogram of Oriented Gradients (HOG) feature was 

introduced by Dalal and Triggs for human detection [10]. HOG 

is designed to characterize the shape of objects based on the 

distribution of local intensity gradients or edge directions. This 

descriptor has shown high performance in various applications 

[11] 
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2) Curveltet transform 

The curvelet transform is a new multi-scale transform 

developed by Candés and Donoho [12], [13]. The curvelet 

transform has been developed specifically for the representation 

and other singularities along curves, which makes it much more 

efficiently than traditional transforms, i.e. using many fewer 

coefficients for a given accuracy of reconstruction. The curvelet 

transform has been widely used in several applications such as 

pattern recognition [14] and image compression [15]. More 

recently, the curvelet transform has been successfully used for 

offline handwritten signature retrieval, where the feature vector 

is generated using the energy and the standard deviation of the 

curvelet coefficient [16]. In our system, we only use the energy 

of the curvelet coefficient computed from the entire of the 

handwritten document image. The feature vector is composed 

of 44 components.  

B. Novelty detection 

The OC-SVM (also known as single-class classification or 

novelty detection) introduced by Schölkopf et al [17] algorithm 

relies on mapping the training samples belonging to 𝑆 into a 

high dimensional feature space leading to find the maximal 

margin hyperplane, which best separates the training samples 

from the origin. For a test pattern 𝑥, a decision function namely 

𝑓(𝑥) is performed for evaluating in which side of the 

hyperplane it falls. Formally, the decision function takes the 

following form: 

                       𝑓(𝑥) =  {∑ 𝛼𝑖
𝑛
𝑖=1 𝐾(𝑥, 𝑥𝑖) − 𝜌}                          (1)  

𝐾(. , . ) defines the OC-SVM kernel that allows projecting data 

from  the original space to the feature space. 𝑛 is the number of 

training samples and 𝛼𝑖 are the Lagrange multipliers computed 

by optimizing the following equations: 

                            𝑚𝑖𝑛
𝛼

{
1

2
 𝛼𝑖𝛼𝑗  𝐾(𝑥𝑖 , 𝑥𝑗)}                 (2) 

Subject to 0 ≤ 𝛼𝑖 ≤
1

𝜈𝑛
 

                                           ∑ 𝛼𝑖
 𝑛
𝑖 = 1                                   (5) 

𝜈 is the percentage of samples considered as outliers taking 

values in the range [0, 1]. A pattern 𝑥 is then accepted 

when 𝑓(𝑥) > 0. Otherwise, it is rejected. Various kernel 

functions can be used as polynomial or Radial Basis Function 

(RBF) or multilayer perceptron [18]. Usually, the RBF kernel is 

the most used, which is defined as:  

                  𝐾(𝑥, 𝑥𝑖) = 𝑒𝑥𝑝(−𝛾 𝑑(𝑥, 𝑥𝑖))                         (6) 

Such that 𝑑(𝑥, 𝑥𝑖) is the distance between the pattern 𝑥 and 

the training sample 𝑥𝑖, whereas 𝛾 is the kernel parameter.  

 

 

C). Extension for Multi-class Classification 

The OC-SVM was originally designed for one-class 

classification [12]. Its extension to multi-class implementation 

is currently an active research [10]. The usual approach consists 

to represent each sample set of an object or class by its 

corresponding decision function of the OC-SVM. This 

approach builds 𝑀 models (classifiers) of OC-SVM (OC-SVM 

for each class). The 𝑖th of OC-SVM is learned with all the 

training examples of 𝜃𝑖 class that are indexed with positive 

labels (+1). This classifier is a maximal distance from the origin 

that separates it from 𝑀 − 1 other classes.  

Let 𝑓𝑖(𝑥) {𝑖 = 1, … , 𝑀} be un decision function associated 

to each  OC-SVM classifier, a straightforward assignation of a 

pattern 𝑥 to a predefined class is formulated as follows: 

                    𝑥 ∈ 𝜃𝑖  if 𝑓𝑖(𝑥) = 𝑚𝑎𝑥{𝑓𝑗(𝑥), 1 ≤ 𝑗 ≤ 𝑀}           (7) 

 
When using this equation, a major problem arises related to 

the combination of several classifiers designed separately (each 
classifier learned forms a class by ignoring those of other classes 
in the training phase). For this, Rabaoui et al 

[13] proposed an alternative way using a logarithmic 
transformation of the decision function calculated as follows: 

             𝑓𝑗(𝑥) = −𝑙𝑜𝑔[∑ 𝛼𝑗𝑘𝑗(𝑥, 𝑥𝑖𝑗)
𝑛𝑗

𝑖=1
] + 𝑙𝑜𝑔(𝜌𝑗)              (3) 

 
where 𝑛𝑗 and 𝜌𝑗 are the number of training samples and the 

distance from the origin associated to each OC-SVM classifier, 
respectively. Hence, a pattern is assigned to the predefined class 
according to the decision rule: 

 

                      𝑥 ∈ 𝜃𝑖 if 𝑓𝑖(𝑥) = 𝑚𝑖𝑛{𝑓𝑗(𝑥), 1 ≤ 𝑗 ≤ 𝑀}        (4) 

 

The problem of maximizing decision functions using simple 

decision rule becomes a minimization problem when using the 

logarithm transformation. The logarithm function has the ability 

to attenuate the high values and increase small values for 

calibrating the outputs of the OC-SVMs.  

III. DESIGN OF THE SYSTEM 

The Handwritten Gender Recognition System (HGRS) is 

designed as any pattern recognition system for which two 

modules are required for developing a robust system: feature 

generation and classification. However, for HGRS, a specific 

set of features and classification method should be selected for 

fitting the application requirements. This design can be 

conducted into two steps by considering the individual system 

for classifying the Man and Woman gender. The second step is 

performed by combining multiple individual HGRS by means 

of the combination rule in order to improve the classification 

robustness. 

The HGRS is designed as any pattern recognition system for 
which two modules are required for developing a robust system: 
feature generation and classification. However, for HGRS, a 
specific set of features and classification method should be 
selected for fitting the application requirements. This design can 
be conducted into two steps by considering the individual 
system for classifying the Man and Woman gender. The second 
step is performed, by combining multiple individual HGRS by 
means of the combination rule in order to improve the 
classification robustness. 
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A. Design of the Individual System 

1) Architecture of the System: The design of the HGRS can 

be performed into three steps: selecting a set of writers, deriving 

the HGRS classification model and finding the optimal decision 

threshold. More precisely, the set of samples is randomly 

selected from a dataset each one having 𝑁 samples. To get a 

robust HGRS classification model, the set of dataset is divided 

into two subsets namely Subset 1 and Subset 2 as depicted in 

Figure 1. The first subset (Subset 1) containing 𝐺𝑝 samples is 

used for finding the parameters of the OC-SVM during training 

step. While the second subset (Subset 2) containing 𝐺𝑡 samples 

is used for finding the optimal decision threshold. The proposed 

individual HGRS is designed to automatically classify writers 

into two classes that are “Man” or “Woman” (“Male or 

Female“). The proposed HGRS as shown in Figure 2 can be 

designed through three main steps: feature generation using the 

curvelet transform, the classification using the OC-SVM 

classifier and the decision rule. The parameters of the HGRS 

can be computed according to the following steps: selecting a 

set of writers, feature generation using the curvelet transform, 

building the handwritten gender recognition models using the 

OC-SVM classifiers and finding the optimal decision threshold. 

Firstly, the handwriting document is transformed to features 

using the Curvelet transform, which are submitted to the OC-

SVM classifier in order to decide whether the gender of the 

person. Let 𝑓𝑀 and 𝑓𝑊 are the decision functions associated to 

the respective Man and Woman OC-SVM namely OC-SVMM 

and OC-SVMW, respectively. Then the decision rule consists to 

select the best response provided by both OC-SVM classifiers 

in order to assign a document to the corresponding class. 

 

 

 

 

 

 

 

 

 

 

 

 

3) Threshold Adjustment: The threshold adjustment of the OC-

SVM is similar as described in the previous paper [9]. For 

HGRS like in handwritten signature verification, a pattern 𝑥 is 

theoretically correctly classified and thus accepted when the 

decision function 𝑓𝑀 or 𝑓𝑊 is positive. Hence, the threshold is 

implicitly fixed to zero. This approach can be considered as a 

hard thresholding. Indeed, some handwritten samples near to the 

hyper-plane into the feature space are not accepted and thus 

rejected. Thus, a threshold adjustment method is proposed to get 

better flexibility of the decision function of OC-SVM for 

performing more accurate classification. 

The optimal decision threshold (𝑡𝑜𝑝𝑡) is deduced from RRM 

and RRW curves as depicted in Figure 3 using the Half Total 

Recognition Rate (HTRR) defined as: 

 

 𝐻𝑇𝑅𝑅 =
RRM+RRW

2
  (8) 

 

such as RRM and RRW are the Recognition Rates associated to 

the Man and Women, respectively. Figure 3 shows the principle 

for selecting the optimal decision threshold from RRW and 

RRM curves.  

 

 

 

 

Fig. 3. Selection of the optimal threshold from RRM and RRM curves versus 

threshold. 

4) Distance metrics: The training of the OC-SVM requires 

defining the appropriate distance used into the RBF kernel 

defined as follows:. 

 

 𝐾(𝑥, 𝑥𝑖) = exp(−𝛾𝑑(𝑥, 𝑥𝑖)) (9) 

 

Such that 𝑑(𝑥, 𝑥𝑖) is the distance into the kernel and 𝛾 is a 

user-defined parameter that controls the RBF radius. 

Set of writers 

Selection of the optimal 
decision threshold 

Selection of the optimal 

parameters of the classifier 

Subset 1 Subset 2 

𝐺𝑝 samples 𝐺𝑇 samples 

 
Fig. 2. The overall architecture of the proposed individual system for gender recognition. 
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Usually, the Euclidean distance is the most used metric. 
However, this metric does not provide satisfactory results in all 
cases. Hence, various distances can be selected, which are 
defined in the literature [19]. In our case, we use five distance 
metrics which are Euclidean, Cityblock, Chebychev, 
Correlation and Spearman [20].  

B. Design of the Combined Systems 

For the design of the combined systems, two types of 
combination are possible. The first one (System 1) as depicted 
in Figure 4 consists to combine the Man and Woman classifiers 
for each distance using a decision rule. Then, all decision 
functions are combined through a combination rule. The second 
system (System 2) as depicted in Figure 5, which is the standard 
system of combination, consists to combine the OC-SVM 
distances for gender (Man or Woman) and combine them with 
a combination rule. After, a decision rule is used in order to 
select the select response [21,22,23].  

The training of the OC-SVM requires defining the 
appropriate distance used into the RBF kernel. Usually, the 
Euclidean distance is the most used metric. However, this 
metric does not provide satisfactory results in all cases. Hence, 
we propose to combine several OC-SVM each one has its own 
distance.  Several combination rules are possible to achieve a 
robust system like majority vote, static weighting, dynamic 
weighting, product, average, maximum and minimum rule [21]. 
For both proposed combined HGRS, we select the minimum 
rule as a combination rule for its simple implementation.  

IV. EXPERIMENTAL RESULTS 

A. Dataset Description 

The IAM dataset (Institut für Informatikund Angewandte 

Mathematik) was developed by a group of researchers in 

computer vision and artificial intelligence from the University 

of Bern, in particular for the recognition of gender and 

manuality. Using this dataset, several researchers [29] and [30] 

have accompanied it with different classifiers and descriptors in 

order to accomplish the task of online and offline classification 

of handwriting. 

The classification task aims to identify the writer gender 

(Woman or Man) for each handwritten text. For a fairly 

comparison obtained from the state-of-art [6], we use 75 

samples for each class. For training the OC-SVM classifiers, we 

randomly selected 50 samples for each class and the remaining 

25 samples for testing.  

Figure 4 shows some samples from the IAM datasets. 

 
Fig. 4. Some samples from the IAM dataset. 

 

B. Experimental protocol 

In order to evaluate the performance of OC-SVM descriptors 

for the proposed systems, we consider a set of samples for the 

design of HGRS using a single class (Male or Female) with the 

aim of finding the parameters and the optimal threshold. . In this 

way, each class has its own OC-SVM mode l[24]. Samples not 

enrolled in the system are used to assess the robustness of the 

proposed system . 

We evaluate our descriptors individually and then using 

combinations. 

 

Fig. 5. The overall architecture of the proposed combined System 1 for gender recognition
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Fig.6. The overall architecture of the proposed combined System 2 for gender recognition 

 

 
 

1) Evaluation of the individual system 

a) Decision threshold selection 

The choice of the optimal decision threshold is a crucial step 

for the design of the robust HGRS. In our case, it is selected 

from the RRW and RRM curves using male and female 

handwriting samples. In this section, the OC-SVM classifiers 

are trained separately. To find the optimal threshold, we use all 

the values of the decision functions provided by different OC-

SVMs to calculate the mean and the standard deviation, 

respectively. 

Tables 1 and 2 report the recognition rates by class (Male and 

Female) and the average recognition rate provided by the 

different distances used in the OC-SVM core for the hard (𝑡 =
0) and soft (𝑡 = 𝑡 𝑜𝑝𝑡). The results obtained show different 

precision values provided by each classifier for all Male and 

Female data depending on the chosen threshold. 

 
TABLE1. THE AVERAGE OF THE RECOGNITION RATE (%) FROM THE 

DIFFERENT DISTANCES USED IN THE OC-SVM CORE FOR HARD AND 

SOFT THRESHOLDS USING THE INDIVIDUAL SYSTEM FOR THE CURVELET 

TRANSFORM 

 

As shown in Table 1 when the HGRS is trained with male 

samples, the RRM varies between 50 and 62% for the five 

distances. On the other hand, when the threshold value is soft, 

the RRM varies between 51.66 and 63.41% for the five 

distances. Therefore, adjusting the threshold improves the RRM 

regardless of the distance used. 

 

• For  Histogram of Oriented Gradients 

 
TABLE 2. THE AVERAGE RECOGNITION RATE (%) FROM THE 

DIFFERENT DISTANCES USED IN THE OC-SVM KERNEL FOR HARD AND 

SOFT THRESHOLDS USING THE INDIVIDUAL SYSTEM FOR ORIENTED 

GRADIENT HISTOGRAM 

Distances 

  

Hard threshold  Soft threshold 

Man Woman Men Man Woman 

Euclidienne 50,66 59,33 51  51,33  52,33 51,83 

Cityblock 50,33 58 54,16 55,33 56,66 

Chebychev 55,33 56,66 56 55,33 58,33 

Correlation 49,69 49,66 49,68 52,33 53,66 

Spearman 52,66 63,69 53,18 54,33 54,66 

 

As shown in Table 2 when the HGRS is trained with male 

samples, the RRM varies between 50.66 and 55.33% for 

the five distances. On the other hand, when the threshold 

value is soft, the RRM varies between 51.33 and 55.33% 

for the five distances. Therefore, adjusting the threshold 

improves the RRW regardless of the distance used. 

2) Evaluation of the combined system 

a) Selection of the decision threshold 

In order to find the optimal threshold, we use all the values 

of the decision functions provided by the different OC-SVM 

classifiers to calculate the mean and the standard deviation, 

Distances Hard threshold  Soft threshold 

Man Woman Mean Man Woman Mean 

Euclidienne 50,66 53,66 52,16 52 57,66 54,33 

Cityblock 50 52,16 51,08 51,66 55,33 53,5 

Chebychev 62 63,66 61,83 63,41 64 63,7 

Correlation 53,33 57,33 55,33 58,76 61,33 60 

Spearman 56,93 58,66 57,8 58,33 59,76 59,05 
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value of K and the optimal threshold (t opt) are chosen from 

RRW and RRM.  

C. Classification results 

• Using the curvelet transform 
TABLE 3. THE AVERAGE OF THE RECOGNITION RATE (%) FROM THE 

DIFFERENT DISTANCES USED IN THE OC-SVM KERNEL FOR HARD AND 

SOFT THRESHOLDS USING THE COMBINED SYSTEM FOR THE CURVELET 

TRANSFORM. 

                   Hard threshold 

Man Woman Mean Man Woman Mean 

88,45 90 89,25 88,89 90 89,44 

• Using the Histogram of Oriented Gradients 

TABLE 4. THE AVERAGE OF THE RECOGNITION RATE (%) FROM THE DIFFERENT 

DISTANCES USED IN THE OC-SVM KERNEL FOR HARD AND SOFT THRESHOLDS 

USING THE COMBINED SYSTEM FOR ORIENTED GRADIENT HISTOGRAM. 
Soft thr                eshold Hard threshold 

Man Woman Mean Man Woman Mean 

88,45 90 89,25 88,89 90 89,44 

When combining different classifiers using the maximum 

rule, the MRRs increase regardless of the selected threshold. As 

shown in Tables 3 and 4 respectively, when the threshold is 

hard, the MRR is 83.1% for the HOG and 88.45% for the 

Curvelet transform while for the soft threshold, the MRR is 

83.54% for the HOG and 88.89% for the Curvelet transform. 

This proves the necessity of adjusting the threshold and the 

usefulness of combining classifiers to obtain better 

performance. Also, we can notice that the threshold is very 

sensitive and needs to be adjusted carefully according to the 

HGRS requirements. 

3. Comparative study between the Curvelet transform and 

the Histogram of Oriented Gradients 

After carrying out evaluations on the two methods adopted,                

we note that for the individual systems as for the combined 

systems, the Curvelet transform provided an accuracy of 

89.44% for the combined system the HOG provided an accuracy 

of 84.09%. These results are very surprising especially for the 

Curvelet transform which, as we can see, is more efficient since 

it allows the system to be more robust. 

4.6. Comparative analysis 

Table 5 reports a comparative analysis in terms of MRR with 

the state-of-art. For individual system, we can note that the best 

system is provided by Bouadjenek et al [8]. When combining 

individual systems, our proposed system is better comparatively 

to other systems.  

 

 

 

 

 

 

TABLE 5. MEAN RECOGNITION RATE (%) PROVIDED BY THE PROPOSED 

SYSTEM COMPARATIVELY TO OTHER SYSTEMS USING INDIVIDUAL AND 

COMBINED SYSTEMS 

Type of the  

system 

References MRR (%) 

 

 

 

Individual 

Liwicki et al [4] 55,39 

Bouadjnek et al 

[8] 

74 

Guerbai et al [9] 62,49 

Our  system 63,7 

 

 

Combined 

  

Liwicki et al[4] 67,57 

Guerbai  [9] 77,33 

Our system 89,44 

 

V. CONCLUSION 

In this paper, we presented a system that classifies the 

gender of writers from their handwritings using the Curvelet 

transform and the Histogram of Oriented Gradients (HOG) with 

the OC-SVM classifier. The main advantage of the proposed 

gender recognition system is that the OC-SVM classifier allows 

designing the HGRS using a single target class. However, we 

can note that the threshold must be carefully adjusted in order 

to obtain better results. To further improve the HGRS, a 

combined system based on several distances used in the OC-

SVM kernel is proposed and gives better results compared to 

the state of the art HGRS using the curvelet transform. 
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Abstract— Bearings are one of the most widely used 

components of rotary machines.  Identifying defective 

bearings in a timely manner may avoid unexpected faults 

that may cause damage to humans and materials. In recent 

years, Convolutional Neural Network (CNN) has proven to 

be a useful technique to identify and classify rolling 

bearing defects. In this work, we propose an automatic 

classification of bearing faults using one-Dimensional CNN 

(1D-CNN) algorithm based on the Fast Fourier transform 

(FFT) to extract features from the vibration signals. The 

proposed method is tested on the Paderborn University 

bearing dataset with 99.98% accuracy. In addition, 5-fold 

cross validation is used to validate the performance of the 

proposed model, which showed an average accuracy of 

99.89%. 

Keywords—rolling bearing, one-dimensional convolutional 

neural network, Fast Fourier transform, k-fold cross 

validation. 

I. INTRODUCTION  

Rotating machinery is widely used in different industrial 

fields, including electromechanical drive systems and 

mechanical power transmission systems, which leads to the 

deterioration and failure of these machines for several reasons, 

such as loads. Rolling element bearings are essential 

components in rotating machinery, and their deterioration can 

account for up to 44% of defects in rotating machines [1]. To 

explore the bearing status, various signals are collected and 

used, among these signals, the vibration signals are the most 

used [2]. 

Bearing faults identification includes two steps, feature 

extraction and faults classification. Many signal processing 

techniques are used to feature extraction including, Time-

domain statistical analysis, Fast Fourier Transform (FFT), 

envelope analysis, wavelet transformation (WT), and empirical 

mode decomposition (EMD).  Common Machines learning 

(ML) includes K-Nearest Neighbors (KNN), Random Forest 

(RF), Support Vector Machine (SVM) and Neural Network 

approaches used for the bearing fault classification [3]. 

Recently, Deep Learning (DL) methods have been used in the 

case of bearing faults classification because of their ability to 

extract information of interest and to ensure robust decision 

making [4]. 

In this work, FFT is used as a technique for the feature 

extraction of vibration data and the 1D-CNN as a classifier to 

identify bearing faults. The remainder of this document is 

structured as follows: The proposed method, including the FFT 

and the 1D-CNN, are presented in the second section. The 

proposed method was validated using the Paderborn university 

bearing dataset, which is described in part three. The proposed 

architecture of the CNN is shown in section four. The 

experimental results are presented in section five. In the final 

section, some conclusions are made. 

II. PROPOSED METHOD 

A. Fast Fourier Tronsform 

Fast Fourier Transform is a crucial measurement technique 

in various domains. It provides frequency information about 

the signal by converting a signal into individual spectral 

components. in reality, the FFT is an optimized algorithm for 

the implementation of the "Discrete Fourier Transformation" 

(DFT). A signal is sampled over a period of time and divided 

into its frequency components. These components are single 
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sinusoidal oscillations at distinct frequencies each with its own 

amplitude and phase [5]. the DFT transformation is calculated 

by the following equation: 

 

 

 

(1) 

 

B. One Dimensional Convolutional Neural Networks 

Convolutional Neural Networks (figure1) are a class of 

feedforward neural networks consisting of two main parts, the 

convolution part and the fully-connected part. The convolution 

part comprises a convolutional layer, activation layer, pooling 

layer and batch normalization if required. The convolution 

layer is composed of many convolution kernels (filters), these 

kernels convolve with the input data to generate feature maps 

and mapped with the activation function to the new feature 

information. In addition, the Rectified Linear Unit (ReLU) is 

often used to perform the activation process, in the purpose to 

prevent gradient explosion or gradient dispersion [5]. The 

second major step of the convolution part is the polling layer, 

which is used to reduce and refine the output feature 

information via the computational statistics method. The fully-

connected part is the classifier, its goal is to map the feature 

information learned by the network to the label space of the 

samples.

 
Fig.1. Design of the One-Dimensional Convolutional Neural 

Network 

 

III. DATASET DESCRIPTION 

The Paderborn bearing dataset [6] was provided by the 

Paderborn University Bearing Data Center. The test rig of this 

dataset is displayed in Figure 2. This dataset has been 

generated using 32 bearings, including six healthy bearings, 

12 bearings with artificial damages and 14 bearings with real 

damages generated from accelerated lifetimes tests.  The 

artificial defects have been produced on both, the inner and 

outer races by using different techniques including drilling, 

EDM, and electric engraving machine. The vibration data 

were collected under various working conditions as shown in 

table 1 with a sampling frequency of 64 kHz and a sampling 

time of 4s, which means there are 256,000 data points. 

Furthermore, each bearing is used 20 times to generate 20 

signals with one fixed combination. For the purpose of this 

study, we use the first combination of the signals shown in 

table 2, each signal has been divided into 125 sub-signal of 

2048 points. In total 22500 signals have been used for 

classification, 70% of these signals used for the training and 

the remaining signals for the test. 

 

Table 1: working conditions 
NO Relational 

speed (rpm) 

Load torque 

(Nm) 

Radial force 

(N) 

Signal name 

1 1500 0.7 1000 N15_M07_F10 

2 900 0.7 1000 N09_M07_F10 

3 1500 0.1 1000 N15_M01_F10 

4 1500 0.7 400 N15_M07_F04 

 

 
 

Fig.2. The experimental test rig. 

 
Table 2: List of data sets used 

Bearings faults Healthy Inner Outer 

Signals code K001, K002, 

K003 

KA01, KA04, 

KA07 

KI01, KI04, 

KI07 

IV. PROPOSED ARCHITECTURE 

The proposed architecture consists of 2 convolution layers, 

2 pooling layers, and 5 dense layers as presented in table 1. 

The first CNN layer is a convolutional layer consisting of 32 

filters with a kernel size of 3 along with two strides and 

padding with ReLU as an activation function. The second 

convolutional layer is composed of 16 filters with the same 

kernel size and two strides with padding and ReLU as an 

activation function. The pooling layers are max pooling layers 

having a pool size of 2 with two strides, and each max pooling 

layer has been added after a convolution layer. The results are 

then flattened using a flattening layer. Afterwards, five dense 

layers with sizes of 64, 32, 16, and 8 respectively were 

employed using the ReLU activation function. In the end, a 

dense layer with the size of 3 and SoftMax activation function 

was used, in order to classify the three types of bearing faults. 
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Table 2: 1D-CNN model details. 
Layer type Output shape Parameters number 

Conv1D (1024,32) 128 

Max pooling (512,32) 0 

Conv1D (512,16) 1552 

Max pooling (256,16) 0 

Flatten 4096 0 

Dense 64 262208 

Dense 32 2080 

Dense 16 528 

Dense 8 136 

Dense 3 27 

V. EXPERIMENTAL RESULTS 

Table 3: The Accuracy, Recall and F1-score rates of each 

faults type 

Classes 0 1 2 

Precision 0.9996 1 1 

Recall 1 1 0.9996 

F1-score 0.9998 1 0.9998 

Accuracy 99.98% 

 

Table 3 and figure 3 mention the Accuracy, Recall and F1-

score rates of each fault type, where all the classes have an 

accuracy rate of 99.98%, and F1 score close to 1, which shows 

a perfect classification result. The loss and accuracy curve for 

the 1D-CNN are provided in figure 4 and figure 5 

respectively. The accuracy curve indicates that the 1D-CNN 

model achieves an accuracy of 100% for the training and 

99,98% for the testing models. 

 

In order to further check the performance of the proposed 

model for the bearing faults classification, a 5-fold cross 

validation procedure is used. the testing accuracy for the 5 

folds is presented in figure 6. The average accuracy is 99.89%, 

demonstrating another successful classification. 

 

 

 
Fig.4. Loss curve of the 1D-CNN 

 
Fig.5. Accuracy curve of the 1D-CNN 

 

 
 

Fig.6. Testing accuracy for the 5 folds. 

Fig.3. Confusion matrix of the 1D-CNN. 
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VI. CONCLUSION 

This work has proposed an approach for bearing fault 

identification and classification. In this context, the Fast 

Fourier Transform was used to extract features from the 

bearing signals vibration. For classification purposes, a one-

dimensional convolution neural network was applied. The 

findings demonstrate the efficacy of the suggested method for 

bearing faults classification with an accuracy of 99.98%. 

Furthermore, the cross validation under different 5 folds 

proves the effectiveness of the proposed model for the bearing 

faults classification. 
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Abstract— To increase the power efficiency of a photovoltaic 

module or an array of photovoltaic modules, an electronic 

controller is integrated between the PV generator and the load. 

Its main role is to maximize the power delivered by the 

photovoltaic panels by continuously tracking the position of the 

sun (solar tracker) and the maximum power point. This 

technique is commonly called MPPT (Maximum Power Point 

Tracking). 

In this work, we focus on the control of the solar tracker using 

a classical controller (P, PI, PID) on one hand, and a fuzzy 

controller (FIS) on the other hand, and we subsequently 

compare the performance of the system in each case. To 

determine the parameters of the classical controller, we used 

the Evans' root locus method. This method consists of studying 

the position of the characteristic polynomial roots as a function 

of a loop parameter, namely the gain k. Specifically, when the 

characteristic polynomial of the system has a variable 

parameter, the plot of the root locus as a function of this 

parameter allows us to know the evolution of the roots of the 

characteristic equation in the complex plane. Since the stability 

region is the unit circle centered at the origin, we can easily 

deduce from the root locus plot the parameters ensuring 

stability. 

For the fuzzy controller, we used a base of 24 fuzzy rules. The 

results obtained using Simulink in Matlab showed that the 

fuzzy controller provides better performance than those 

obtained using the classical controller in terms of maximum 

overshoot, rise time and steady-state error. 

 
Keywords— Renewable energies, photovoltaic solar energy, 

solar tracker, Classical controller, fuzzy controller, system 

performance. 

I. INTRODUCTION  

Currently, a large part of global energy production is 

derived from fossil fuels. However, the consumption of 

these sources results in greenhouse gas emissions and 

contributes to increasing pollution [1]. Furthermore, 

excessive consumption of natural resources endangers future 

generations, particularly in the face of multiple economic 

and oil crises. As a result, science has turned its attention to 

renewable resources. 

Renewable energies are those that renew themselves 

quickly enough to be considered practically inexhaustible. 
The sun delivers the equivalent of 105 billion tons of oil per 

day, making solar energy an attractive option as it is 

renewable, non-polluting, and free. This energy is converted 

from sunlight into electricity through the use of 

semiconductor materials such as silicon. 

However, the incident photovoltaic energy on cells is 

not optimal depending on the time of day and season. The 

efficiency of a photovoltaic module is relatively low (around 

15%) [5], so it is essential to maximize the power generated 

by reducing the energy losses from the sun. Studies have 

shown that the optimal efficiency is obtained when the cells 

are perpendicular to the incident sunlight. To maintain this 

perpendicularity for as long as possible, we have opted for a 

sun tracking system [2]. 

The main objective of this work is to study and 
describe a sun tracking system to maximize the amount of 

absorbed light and, consequently, increase the efficiency of 

photovoltaic panels by following the movement of the sun 

throughout the day [7]. 

II. MODELING of photovoltaic conversion system  

The production of electricity by a photovoltaic system 

depends on the solar radiation received by the panels that 

make up the system. This has prompted experts in this field 

to conduct several studies and research to improve the 

conversion efficiency of the panels, particularly by allowing 

them to receive more radiation by constantly tracking the 

movement of the sun in the sky. For this purpose, they have 
invented a system that enables them to track the position of 

the sun: the solar tracker.  
The photovoltaic conversion is carried out according to 

the chain described in figure 1 : 

 

Fig. 1. The principle of photovoltaic conversion [2] 

A solar tracker is a device that allows a solar power 
installation to follow the sun according to the principle of the 
heliostat, which enables solar panels to be oriented 
throughout the day. Indeed, many studies focus on sun 
tracking to maximize sunlight by keeping the active surface 
of the solar module perpendicular to the solar radiation. [24] 

There are two main types of solar trackers: passive and 

active, which include single-axis and dual-axis trackers. 

In this work, we are interested in the type 1 axis 

tracking system, which is an electromechanical device with 

one degree of freedom, allowing it to follow the path of the 

sun during the day.  
It consists of two mechanisms: a light detection circuit 

that determines the position of the sun and an electric motor 

that rotates the solar panel [6]. 
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A DC motor is represented by the following 

diagrams:[3] 

 
 

Fig. 2. The electrical and kinematic diagram of a DC electric motor. 

( ) ( ) ( )

( ) ( )

( ) ( )

( ) ( )
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                                                   (1) 

As we are interested in the position, we will add 

a differential equation to the equations presented earlier. 

Therefore, the model of a solar tracker is given by the 

following system of equations: 

( ) ( ) ( )

( ) ( )

( )

di
u t K w t Ri t L

e dt
dw

j K i t aw t
cdt

d
w t

dt




= + +


= −


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

                                                   (2) 

The model of a photovoltaic cell is given by:  

        (exp( / ) 1)
0

I I I V nV
cell ph s D

= − −                                              (3) 

According to the electrical diagram: 
V V R I

D cell s cell
= +                                                             (4) 

Hence, the current of a photovoltaic cell is given by:  

           (exp(( )/ ) 1)
0

I I I V R I nV
cell ph s cell s cell

= − + −                             (5) 

The voltage of the cell is given by: 

         V V R I
cell D s cell

= −  

Where        

ln( )0

ln( )0

I I I
ph cell s

V nVD I
s

I I I
ph cell s

V R I nVcell s cell I
s

− +

=

− +

= − +

                     (6) 

III. CONTROL OF PHOTOVOLTAIC SOLAR PANELS 

 After developing the solar tracker model, we proceeded 
to simulate it using Matlab's Simulink. The figure below 
represents the developed diagram : 

 

Fig. 3. Simulation diagram of a solar tracker using Matlab 

 The control of the solar tracker is based on regulating 

the position of the solar panel according to the position of the 

sun. We used a DC motor for this regulation. For the initial 

simulations, we used a classic proportional (P) controller, 

then a proportional-derivative (PD) controller, and finally a 
proportional-integral-derivative (PID) controller. The system 

responses obtained are presented in the figures below: 

 

 

 

 

 

 

Fig. 4. La réponse du suiveur solaire avec régulateur P 

 

Fig. 5. La réponse du suiveur solaire avec régulateur PD 

 

Fig. 6. La réponse du suiveur solaire avec régulateur PID 

 The following table summarizes the system 

performance values (response time tr, steady-state error ess, 

maximum overshoot) for each type of action of the classical 

controller used: 

TABLE I.  THE VALUES OF THE PERFORMANCE 

 Action  

P PD PID 

 

tr 
 

0.0256𝑠  

 

0.0187𝑠  

 
     0.0111𝑠  

 

 

ess 0 0 

 

0 

 

 

D max  0 0 

           

          20% 

 

  

For the control synthesis, we used the Evans root locus 

method. This method consists of studying the position of the 

characteristic polynomial roots as a function of a loop 

parameter, in this case, the gain k. This technique gave rise 

to the idea of pole placement principles, which allow for the 

adjustment of the overall dynamics. [3] 
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The plot of a root locus is based on two main 

conditions: 

• Angle condition 

• Magnitude condition 

The following figures show the root locus plots for each type 
of controller:  

 

 

 

 
 

 

 

 

 

 

 

Fig. 7. Root locus plot of the solar tracker with a P controller 

 

 

 

 

 

Fig. 8. Root locus plot of the solar tracker with a PD controller. 

 

 

Tracé de lieu de racines de suiveur avec un régulateur PD 

 

 

 

Fig. 9. Root locus plot of the solar tracker with a PID controller. 

IV. FUZZY CONTROL 

 The regulation of the solar tracker using fuzzy logic is 

based on fuzzy [4]. We programmed this controller in 

MATLAB by introducing the membership functions of the 

inputs and outputs, as well as the inference rules. 

The solar tracker regulation loop based on fuzzy logic 

in MATLAB is given by: 

 

 

 

Fig. 10. The solar tracker regulation loop based on fuzzy logic in 

MATLAB. 

V. THE INFERENCE RULES BASE 

The fuzzy controller has two inputs, e and de respectively, 

and one output, u. The inference rules base is given as 

follows: 

1. If (e is BN) and (de is BN) then (u is BP )  
2. If (e is BN) and (de is SN) then (u is BP)  

3. If (e is BN) and (de is Z) then (u is MP)  

4. If (e is BN) and (de is SP) then (u is SP)  

5. If (e is BN) and (de is BP) then (u is Z)  

6. If (e is SN) and (de is BN) then (u is BP)  

7. If (e is SN) and (de is SN) then (u is MP)  

8. If (e is SN) and (de is Z) then (u is SP)  

9. If (e is SN) and (de is SP) then (u is Z)  

10. If (e is SN) and (de is BP) then (u is SN)  

11. If (e is Z) and (de is BN) then (u is MP)  

12. If (e is Z) and (de is SN) then (u is SP)  

13. If (e is Z) and (de is Z) then (u is Z)  
14. If (e is Z) and (de is SP) then (u is SN)  

15. If (e is Z) and (de is BP) then (u is MN)  

16. If (e is SP) and (de is BN) then (u is SP)  

17. If (e is SP) and (de is Z) then (u is SN)  

18. If (e is SP) and (de is SP) then (u is MN)  

19. If (e is SP) and (de is BP) then (u is BN)  

20. If (e is BP) and (de is BN) then (u is Z)  

21. If (e is BP) and (de is SN) then (u is SN)  

22. If (e is BP) and (de is Z) then (u is MN)  

23. If (e is BP) and (de is SP) then (u is BN)  

24. If (e is BP) and (de is BP) then (u is BN)  
 

The simulation of this regulation loop allows us to 

obtain the following response: 

 

 
 

Fig. 11. The response of the solar tracker system 

The system performance is : 𝑡𝑟=0.012s 𝑒𝑠s=0 𝐷=0% 

After studying the "solar tracker" system, we found 

that the fuzzy controller provides better system 

performance compared to the performance given by 

different classical controllers. 
 

CONCLUSION 

 

In this work, after reviewing the fundamental concepts 

of solar tracking technology, we noticed through the 

simulation results that the use of a mobile system could 

significantly increase the amount of PV energy produced 

when solar tracking is performed along the East-West axis. 
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Based on the results obtained, we found that the fuzzy 

controller gave better performance to the system than 

the classical controller: 

• Zero overshoot 

• Small response time 

• Zero steady-state error 
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